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Preface 

These proceedings contain the papers selected for presentation at the Second 
International Conference on Ambient Intelligence Developments (AmI.d) and 
a report on the panel discussion Cyher-Security Europe/USA, held in Sophia-
Antipolis, France, during September 17-19, 2007. 

At the time of the introduction of the Ambient Intelligence (Ami) con­
cept many scenarios where considered to be visionary or even science fiction. 
Enabled by current technology, many aspects of these scenarios are slowly but 
inexorably becoming true. However, we are still facing important challenges that 
need further investments in research and industrialization. Current software en­
gineering techniques and tools are not prepared to deal with the development 
of applications for what we could call Ami ecosystems, lacking a fixed architec­
ture, controlled limits and even owners. The comfortable boundaries of static 
architectures and well-defined limits and owners are not existent in these Ami 
ecosystems. 

In its second year AmI.d again shows the heterogenity of research challenges 
related to Ambient Intelligence Many different disciplines are involved and have 
to co-ordinate their efforts in resolving the strongly related research issues. We 
were very pleased that Norbert Streitz accepted to complete the research track 
by talking about his vision on Ami environments and disappearing computers. 
AmI.d was accompagnied by the EuroTRUSTAmI workshops providing a fo­
rum for discussion and exchange between more than 28 European projects and 
platforms. Finally, a panel discussion complemented the program by showing a 
widened perpective by discussing future issues of cyber-security in the context 
of international Ami eco-systems. 

The research papers included in the AmI.d proceeding are devoted to both 
theoretical and applied research, cover the most leading-edge research and con­
tain contributions that have been formally reviewed and chosen by a selected 
International Program Committee. The contributions cover a wide range of Ami 
topics: 

— Design and Development of Ami systems, Software engineering 
— Context information 
— Security of Ami 
— Agents and Ami 
— Apphcations 
— Ami usages and adoption 



Finally, we would like to acknowledge the fact that many colleagues of­
fered energy and time for the reahsation of this second issue Aml.d. In particular, 
we would like to thank all members of the program commitee and also the peo­
ple of STM for the local organization of the conference. Most importantly, we 
thank all authors who submitted and presented their work and all attendees for 
interesting discussions. 

October 2007 Antonio Maha 
Carsten Rudolph 

Program Co-Chairs 
AmLd'07 



Table of Contents 

Research Track Proceedings 1 

Abstracting connection volatility through tagged futures 2 
Johan Fabry and Carlos Noguera 

Towards Semantic Resolution of Security in Ambient Environments 13 
Mario Hoffmann, Atta Badii, Stephan Engherg, Renjith Nair, 
Daniel Thiemert, Manuel Matthess, and Julian Schiitte 

Modeling Decentralized Information Flow in Ambient Environments 23 
Jurriaan van Diggelen, Rohhert-Jan Beun, Rogier M. van Eijk, and 
Peter J. Werkhoven 

Secure Profiles as a Cornerstone in Emerging Ambient Intelligence 
Scenarios 34 

Antonio Munoz, Daniel Serrano, and Antonio Mafia 

Designing for People in Ambient Intelligence Environments 47 
Norbert Streitz 

Architecture and Design Patterns for Ambient Intelligence: an Industry 
Perspective 55 

Antonio Kung 

An Ambient Intelligence Based Multi-Agent Architecture 68 
Dante I. Tapia, Javier Bajo, and Juan M. Sanchez and Juan M. 
Corchado 

Management of Large Video Recordings 79 
J.L. Patino, E. Corvee, F. Bremond, and M. Thonnat 

XMPP based Health Care Integrated Ambient Systems Middleware 92 
Wael Labidi, Jean-Ferdy Susini, Pierre Paradinas, and Michael 
Setton 

Increasing Interactivity in Agent-based Advanced Pocket-Device 
Service Application 103 

Sameh Abdel-Naby, Paolo Giorgini, and Stefano Fante 

Towards a Model Driven Development of Context-aware Systems for 
Ami Environments 114 

Estefama Serral, Pedro Valderas, Javier Munoz, and Vicente 
Pelechano 



Taking Ownership of Computational Resources 125 
Alain Rhelimi 

Bluetooth Indoor Positioning and Ambient Information System 133 
Karim Khalil, Hiroshi Mizuno, Ken Sasaki, Hiroshi Hosaka, and 
Pierre Maret 

XACML as a Security and Dependability Pattern for Access Control in 
Ami environments 143 

Antonio Munoz, Francisco Sanchez-Cid, Paul El Khoury, and Luca 
Compagna 

Rationale for defining NCIPs (Neighborhood and Context Interaction 
Primitives) position paper- 156 

Jeremie Albert and Serge Chaumettea 

Agent Oriented Ami Engineering 166 
Raian Ali, Sameh Abdel-Nahy, Antonio Mafia, Antonio Munoz, and 
Paolo Giorgini 

EuroTRUSTAmI workshop : European R&D towards 
t rus ted Ambient Intelligence 180 

Introduction 181 

NESSI 183 

Project Serenity 184 

Project SMEPP 186 

Project Discreet 188 

Project EmBounded 192 

Project HAGGLE 194 

Project GridTrust 196 

Project ReSIST 199 

Project MINAmI 202 

Project MonAMI 205 

Project ONE 207 

Project RE-Trust 210 



Project SENSE 213 

Project SENSORIA 216 

Project UBISEC&SENS 218 

Project WASP 220 

Project ESFORS 222 

Project PalCom 224 

Project R4eGov 226 

EPoSS 228 

Project Hydra 230 

Project BioSecure 232 

Project GREDIA 235 

Project GridEcon 238 

Cyber-Security EU/US. Meet the pathfinders of our future 240 
Jacques Bus (organizer and moderator), Andy Purdy, Jody Westhy, 
Willem Jonker, Michel Riguidel, David Wright, and Charles 
Brookson 

Author Index 252 



Research Track Proceedings 



Abstracting connection volatility through tagged 
futures 

Johan Fabry and Carlos Noguera 

INRIA Futurs - LIFL, ADAM Team 
40, avenue Halley, 

59655 Villeneuve d'Ascq, France 
{j ohan.fabryInoguera}@lif1.fr 

A b s t r a c t . The property of connection volatility, fundamental to the 
ambient intelligence (Ami) domain, makes it hard to develop Ami appli­
cations. The underlying reason for this is that the code for this concern 
is scattered and tangled with the core functionality of the application. 
In this paper we introduce the abstraction mechanism for connection 
volatility that we have created, which allows for this concern to be im­
plemented in a non-tangled fashion. The core of our mechanism consists 
in extending the existing concept of futures with meta-data, i.e. tags^ to 
specify values to be used in an offline state. The implementation of our 
abstraction mechanism, in Java, is called Spoon Graffiti. The meta-data 
of the futures is described using annotations and the intended behavior 
is achieved trough source-code processing, using the Spoon annotation 
processor. As a result of using tagged futures and Spoon Graffiti, the 
specification of offiine behavior of an Ami application can be performed 
in a non-tangled way, which significantly eases development. 

1 Introduction 

Developing Ambient Intelligence (Ami) software is a non-trivial task. This is be­
cause, not only do we need to deal with many of the known issues of distributed 
systems, e.g., inherent concurrency and network latency, but also we face the fun­
damental problem of connection volatility. As ambient devices frequently come 
in and out of range of each other, connections will be constantly established 
and broken. Connection volatility is therefore a fundamental problem of Ami: 
whereas in non-Ami programs connections are assumed to be permanent, in Ami 
the inverse is the norm. 

Developing applications tha t behave correctly in the presence of connection 
volatility is a difficult task. An important reason for this is tha t the code for 
this concern is scattered throughout the application, and tangled with the core 
functionality of the application. Furthermore, no abstraction mechanisms have 
yet been developed tha t provide an adequate amount of support for connection 
volatility. In this paper we introduce the concept of tagged futures as a valid 
abstraction mechanism for connection volatility in Ami applications. Tagged 
futures allow the specification of the offline behavior of the application in a 
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straightforward and non-tangled manner. Furthermore, our proposal includes 
support to semi-automatically transition from an online to an offline state, and 
vice-versa. Again this support is provided at a higher level of abstraction and is 
not tangled with the core application code. 

A number of abstraction mechanisms have previously been developed for 
connection volatility [9,4,3,8, 7,1,10], however, none of these provide adequate 
support for specifying offline behavior of the application. One such abstraction is 
the use of futures [6], as proposed in an ambient context by Dedecker et.al. [2]. We 
can use futures as empty place-holders for return values of network operations. 
Futures have the important advantage that they do not introduce any tangling 
of the connection volatility concern in the application. Their downside is however 
that in a disconnected setting they only allow an application to continue working 
in a very limited fashion. It is our opinion that the restrictions that are imposed 
are too strong, as we shall show in Sect. 2.2. We therefore propose to enrich 
futures, to allow them to be more amply useful. Tagged futures allow metadata, 
i.e., tags, to be attached to them. This metadata can then specify a mock value 
to be used during disconnected operations. As we shall show in this paper, the 
use of such metadata makes futures applicable in a more realistic setting. 

2 Future Problems 

Futures, also sometimes referred to as promises, essentially are placeholder values 
for an as yet undetermined object. When the actual value for that object has been 
determined, the future is automatically resolved. Resolving causes the future to 
transparently become the new object. Futures can be passed around as if they 
were the resolved value, without this affecting the behavior of the application. 
It is only when the future itself is accessed, e.g., through a method call or a field 
access that the behavior of the application differs. Accesses to a future block 
until the future is resolved. When the future is resolved, any blocked accesses 
are forwarded to resolved value for the future. An important advantage of futures 
is that, in the code, they are indistinguishable from the objects for which they 
are place-holders. As a result, this abstraction for connection volatility does not 
introduce any tangled code. 

We can use futures as return values of network operations, allowing the ap­
plication to continue to function in a disconnected fashion. As long as the future 
itself is not accessed, the application will function as normal. However, when 
a future is accessed, the application will block. The application will only con­
tinue after the future has resolved, in other words, only after the network link is 
established, the remote call has been executed and its return value is known. 

2.1 The Shopping Application 

We will employ a running example to illustrate an important limitation of fu­
tures, and show how our proposal can address this limitation. This running 
example is a shopping list application, a screen shot of which is shown in Fig. 1. 
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Fig. 1. Screen shot of the shopping application when inside a store. 

The list can contain two kinds of products: generic products such as eggs and 
flour, and speciflc products that also identify a brand and container size. In Fig. 1, 
the first two items are specific products, and the last two are generic products. 
When inside a store, the list contains extra information. This is obtained using 
a network local to the store itself. The location of the products inside the store 
is shown, and for specific products their price and discounts, if any, are also 
displayed. 

In a first step, we have implemented the shopping application as a non-Ami 
distributed system, taking care to have a clean modular decomposition of the 
application. Figure 2 shows the class diagram of this implementation, where 
we have omitted impertinent classes. The diagram is fairly self-explanatory. The 
only classes meriting an extra description are Shop Product Info and Specific 
Info: These classes contain the extra information for a given product that is 
displayed when inside a shop. Whenever the user wishes to add an item, the 
Shopping List firstly creates a Product or Specific Product, depending on 
the amount of information given. The shopping list then requests the Shop for 
the extra information for that product, and links this to the Product before 
adding the item to the list. 

Fig. 2. Diagram of relevant classes of the shopping application 

2.2 Features Missing From Futures 

When the shopping list application is not connected to the server, using futures as 
placeholders for the Shop Product Info or Specific Info allows it to continue 
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operating despite no such information being available. The future is linked to 
the Product or Specific Product, and the item is added to the shopping list. 
When entering a shop, the shopping list application will connect to a server 
and the future will be resolved, allowing the extra information to be shown. 
Consequently, it seems that futures are indeed a suitable abstraction for dealing 
with disconnected operations in this context. 

The above scenario however does not take into account the behavior of the 
user interface (UI) shown in Fig. 1. Whenever an item is added to the list, 
the UI should, of course, reflect this. Therefore, after the item is added, the 
UI refreshes itself, reading out the required values for the different elements 
in the grid. When disconnected from the server, some of these values will be 
contained within futures, e.g., the place of an item. As a result these calls will 
block, blocking the UI and rendering the application unusable until a network 
connection is established, which resolves the future. 

It is clear that the above behavior is not what a user would expect. It should 
be possible to add and remove products at all time, regardless of whether the 
application is connected or not. Furthermore, to enable this, the user will be 
willing to accept some information not to be available in the list, and to be 
replaced with mock values. For example, when disconnected, place and price 
of products may be represented by a question mark, and the discount may be 
empty. It is however essential that, once a connection has been established, such 
mock values are replaced with the true values as obtained from the server. Vice-
versa, whenever the connection is lost, these mock values should be put in place 
again. This will allow new values to be obtained from a server when a connection 
is re-established. In our example, this will allow a user to wander from store to 
store, and always have the extra information for the current store being shown. 
When entering a store the connection will be re-established with the server for 
that store, which entails that the futures will resolve to the data for that store. 

3 Tagged Futures 

It is our intent to allow futures to be useful beyond what is currently possible 
when faced with connection volatility, as we have discussed above. To achieve 
this, we propose in this paper to extend futures as follows: 

Mock values: can be specified as results of accesses to unresolved futures. 
Update mechanism: when the futures are resolved, interested parties are in­

formed and can take appropriate actions. 
Invalidation mechanism: reverts a resolved future to its prior form on net­

work disconnects. 

The kernel of our proposal lies in adding tags, i.e., metadata to futures. Both 
the update and invalidate mechanism are a natural consequence of adding this 
metadata, as we discuss next. 
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3.1 Adding Metadata to Futures 

The main contribution we present in this paper is the concept of adding meta­
data, as tags, to futures. This will alleviate some of the limitations of futures, 
therefore less restricting the applications' behavior in a disconnected setting. 

Concretely, the first kind of metadata we add is mock values. These mock 
values are specified by the programmer of the application, in the class for which 
the future is a stand-in. These mock values will then be returned as a result of 
an access to the future, i.e., a method call or a field read. Note that we consider 
specifying such mock values as optional: if no mock value is given, the access 
will simply block. 

As a result of this extension of futures, mock values will now be used by other 
objects in the system. Whenever futures are resolved, these mock values are no 
longer required and should also be replaced by the real values. Furthermore, 
any computation that has been performed using the mock values should be 
invalidated, and re-executed with the real values. To allow this, we propose the 
use of an update mechanism in addition to future resolution. This mechanism 
informs objects that use mock values that the future has been resolved. This 
allows them to perform any necessary updates, as they see fit. 

The above two features provide support for a program to change from a 
disconnected to a connected state. To provide support for the inverse: changing 
from a connected to a disconnected state, we propose to use an invalidation 
mechanism. This mechanism invalidates all objects that are the result of the 
resolution of a future. As a result, these objects revert to their original future. In 
analogy to network connection, all computation dependent on these, now invalid, 
objects is invalid. The above update mechanism will again be triggered, allowing 
necessary updates to be performed. 

3.2 Futures, Passive Futures, Possible Futures, and Future 
Observers 

Conceptually, our introduction of tagged futures adds four new kinds of ob­
jects to a distributed system that serve to handle connection volatility. These 
new kinds of objects are Futures, Passive Futures, Possible Futures and Future 
Observers. 

Futures are placeholders for objects that are unavailable due to the absence of 
network connections. When the connection is established, futures will automat­
ically resolve to the real value. When the connection is dropped, the real value 
will automatically revert to the future. Methods and fields of futures may be 
tagged with mock values, to be returned when these are accessed. If no mock 
values are given, these accesses block until the future is resolved. In the shopping 
application, we can use futures for the Shop Product Info and Specific Info 
classes. When disconnected, these will return mock values for the location and 
price of objects, e.g., a question mark. 
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Passive Futures are a simplified version of futures. Passive futures do not have 
the ability to resolve to the real value when the network connection is established. 
Instead, passive futures let some other object assume responsibility for their 
resolution. The object responsible will usually be another future. We introduce 
passive futures to allow the resolution of multiple related futures to be handled by 
one coordinating authority. In the shopping application a passive future can be 
used for the Discount. When disconnected it will return an empty description 
for the discount. Upon connection, futures for Specific Info will handle the 
resolution of associated Discount instances. 

Possible Futures are the objects that are substituted by futures or passive futures 
when the application is offline. In the shopping application, the classes Shop 
Product Info, Specific Info and Discount therefore are Possible Futures. 

Future Observers are objects that may use a mock value of a future. These need 
to be notified when a future is resolved and also when an object is reverted 
to a future. This allows them to perform necessary updates. In the shopping 
application, the shopping list is a future observer. It observes all futures for Shop 
Product Info and Specific Info objects, and will refresh the UI after futures 
are resolved or reverted. As a result, when in a shop the additional information 
will be shown, and outside of a shop the mock values for this information. 

4 Implementing Tagged Futures with Spoon Graffiti 

We have chosen to implement our proposal using source-code transformations so 
that tagged futures have a minimal impact at runtime. The system we created 
is based on the Spoon transformation engine [5], and is called Spoon Graffiti^. 
Spoon allows the transformation of a program by means of successive processing 
rounds. These are implemented as visitors of a model derived from the pro­
gram's abstract syntax tree. They are directed by the annotations present on 
various source code elements (classes, methods, fields, etc). Spoon is seamlessly 
integrated with the Eclipse IDE. This permits our tool to report errors on the 
definition of the tags in a transparent way, that is, errors can be presented just 
as compilation errors. This is specially useful when processing annotations that 
have Java expressions as arguments, as will be presented in the next section. 

Thanks to using source-code transformations, the only overhead which re­
mains at runtime is a class that reifies the online or offline state of the application. 
This minimal infrastructure is dependent on the distribution mechanism used, 
which currently is Java RMI. This class can however easily be re-implemented for 
a different distribution mechanism. The bulk of the behavior of the application, 
with regard to connection volatility, is implemented outside of this infrastruc­
ture, and we discuss it next. 

Because the future is tagged. 
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4.1 Tagged Futures as Annotations 

To add support for connection volatility to a distributed application, a developer 
adds annotations to the code, as well as a number of additional methods. The 
use of annotations allows this extra behavior to be added without tangling it 
with the core behavior of the application. 

The behavior of Futures and Passive Futures is realized by modifying the 
code of the classes of Possible Futures. Modifying the classes thus avoids issues 
regarding object identity, as the Future is the same object as the Possible Future. 
The downside of this is that, if the Futures are not passive. Possible Future 
classes need to implement a method for resolution. Similarly, generic behavior 
is added to classes that contain the annotations for a Future Observer. Methods 
that perform the actual update of the observer need to be implemented by the 
developer. We discuss this in more detail following the five types of annotations 
we have defined, which are shown in Tab. 1. 

©Future 
©Connect 

©ObservedFuture 
©Online 

©Offline 

Type 
Method, Field 

Method 
Local Variable 

Method 
Method 

Optional Argument 
An expression 

Class 
Class 

Usage 
Future, Passive Future 

Future 
Future Observer 
Future Observer 
Future Observer 

Table 1. Defined annotations with their type and corresponding usage 

The OFuture annotation is added to a method or a field, making the class 
that contains it a possible future class. If no argument is given to the annotation, 
calls to that method or accesses to that field when the application is offline 
will block. Otherwise the result of evaluating the argument expression (which is 
encapsulated in a string literal) is returned. Note that in possible future class, 
methods and fields that have no such OFuture annotations are not modified. This 
is so to support behavior which is unaffected by the presence of a connection. 

Possible Futures that also contain the OConnect annotation will be replaced 
by futures that are not passive. The annotation declares the method that is called 
to resolve the future. The method will be called when a reconnect ion occurs. It 
should act as an initializer for the object: assigning to all fields the values it 
obtains over the network. 

Future observers indicate which possible futures they observe using the 
OObservedFuture annotation, which is given to instance variables of methods. 
At runtime, all values assigned to these variables will be considered as being 
observed. Upon network connection, these futures will be resolved by a call to 
their method annotated with ^Connect. If a future is observed by multiple ob­
servers, this method will only be called once. Also, if a future is not observed, 
the method will not be called, i.e., it will not be resolved. 
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Future observers declare their interest in notification of future resolution or 
reverting to futures by annotating methods with OOnline respectively @0f f l ine. 
These methods should take one argument, of the type of the superclass of all pos­
sible future classes. After a future resolves respectively a possible future reverts, 
these methods will be called with the just changed object as argument. 

5 The Shopping Application Revisited 

We now illustrate how tagged futures and our implementation using Spoon Graf­
fiti provides for a usable and non-tangled abstraction of connection volatility. 
We do this by revisiting the shopping application, of which the modifications 
are outlined in Fig. 3. 

Future Observer 

Product 
Name 

1 1| 

Shop Product Info 
Location 

! I 
! 

V ^ 1 
1 Specific Product 

Brand 
Unit Quantity 

f 
Specific Info 

Price 

- ^ 1 

TTI^ 

Discount 
Description 

_ _—_ _ 

1| 

[ _ 

Shopping List 1 

1-
Shop 1 

Future Passive Future 

Fig. 3. Offline shopping application, with object kinds defined by the annotations. 

We do not treat the entire application here, but instead focus on significant 
sections. We first discuss the Specific Info and Discount classes, before talking 
about the Shopping List and the Shop. Below is an excerpt of the code for the 
Specific Info and Discount classes: 

p u b l i c c l a s s S p e c i f i c l n f o e x t e n d s ShopProduc t l n fo { 
p r i v a t e S t r i n g p r i c e ; p r i v a t e Discount d i sc ; 

@Future (" \ "TBD\"" ) 
p u b l i c S t r i n g g e t P r i c e ( ) { r e t u r n p r i c e ; } 
p u b l i c S t r i n g g e t D i s c o u n t () { r e t u r n d i sc . r e d u c t i o n _ t y p e ; } 

©Connect 
p u b l i c void become(){ 

S p e c i f i c l n f o r e a l S P I = ( S p e c i f i c l n f o ) 
Shop . g e t P r o d u c t l n f o ( t a r g e t _ p r o d u c t ) ; 

l o c a t i o n = r e a l S P I . l o c a t i o n ; 
p r i c e = r e a l S P I . p r i c e ; d i s c o u n t = r e a l S P I . d i s c o u n t ; } 

[ . . . c o n s t r u c t o r s omi t t ed . . . ] } 
p u b l i c c l a s s Discount { 



10 Johan Fabry et al. 

@Future (" \ "TBD\"" ) 
p u b l i c S t r i n g r e d u c t i o n _ t y p e ; 
[ . . . c o n s t r u c t o r s omi t t ed . . . ] } 

This code first shows how the OFuture annotation can be applied to both 
methods and fields. Second it illustrates a use of a method without a OFuture 
annotation tag, to delegate to a Discount object, which itself takes care of 
disconnected operations. A similar case is in Shop Product Info, which allows 
a reference to the product name to be obtained by the shopping list. Third, this 
code provides an example of how to resolve a future, in the become () method. 
This method obtains a new Specific Info from the server, and simply copies 
over all the relevant data, including the Discount object. As a result, futures 
for Discount objects can be passive. We omitted in the listing above the two 
constructors for each class: one for a normal instantiation used when online, and 
one for an 'empty' instantiation used when offline. 

p u b l i c c l a s s Shopp ingLis t implements TableModel { 
p u b l i c void addProduc t ( S h o p P r o d u c t l n f o p r o d . I n t e g e r amt){ 

@ObservedFuture ShopProduc t l n fo p2 = p rod ; 
p r o d u c t s . add (prod ) ; prod_amounts . a d d ( a m t ) ; 
t h i s . c h a n g e d ( p r o d ) ; } 

©Online 
©Offline 
p r i v a t e void changed ( S h o p P r o d u c t l n f o p rod ){ 

for ( T a b l e M o d e l L i s t e n e r l i s t e n e r : tml ) 
l i s t e n e r . t ab leChanged (new TableModelEvent ( t h i s )) ; } 

[ . . . f i e l d s and t a b l e model methods omi t t ed . . . ] } 
p u b l i c c l a s s Shop { 

@Future(" S h o p P r o d u c t l n f o . c r e a t e E m p t y S P I ( p r o d ) " ) 
p u b l i c s t a t i c ShopProduc t ln fo 

g e t P r o d u c t l n f o (P roduc t p rod ){ 
[. . . body omi t t ed . . . ] } 

[ . . . s e r v e r i m p l e m e n t a t i o n omi t t ed . . . ] 

} 

The Shopping List class implements the Java Swing Table Model class, which 
allows it to be used in a Swing table, as shown in Fig. 1. Adding a product to the 
list, in the addProduct method implies that futures for it are observed, which is 
declared through the OObservedFuture annotation. Future resolution, reverting 
to futures, as well as adding and removing products all trigger the changed () 
method. This method simply refreshes the UI. 

The Shop is a passive future, that in an offline state returns empty Shop 
Product Info objects when queried, as indicated by its ^Future annotation. The 
convenience method called in the argument of the annotation creates empty 
Shop Product Info or Specific Info objects. As the Shop itself contains no state 
that needs to be updated when the connection goes online or offline, it can be 
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represented by a passive future when offline. Note that by having the Shop itself 
as a tagged future we do not need any extra mechanism for the creation of futures 
when the application is offline. 

This concludes the revisit of the shopping application. When this application 
is offline, the extra information for a product will be displayed as TBD. When the 
application goes online, the extra information will automatically be obtained 
from the server and displayed. To implement this behavior, no code needed 
to be added to, or changed in, methods that provide the core functionality of 
the application. As a result, this implementation shows that tagged futures, 
as implemented in Spoon Grafflti, are indeed a non-tangled abstraction that 
provides adequate support for connection volatility. 

6 Related Work 

Related work can be subdivided in to major categories: distributed languages 
and distributed middleware. 

Using futures as return values of a synchronous call has previously been 
used in languages such as ABCL/f [9] and Argus [4] (where they are known 
as promises). However in both these languages accessing a future blocks, which 
yields the problem we have elaborated in Sect. 2.2. In the Ambient Talk lan­
guage [1,2], calls are asynchronous, and a special when construct is used to 
delay execution of a block of code until the future is resolved. Again, as access­
ing an unresolved future blocks, this yields the problem described in Sect. 2.2. 
Furthermore, we consider the use of the when construct to produce code which 
is more tangled than our solution. 

A significant amount of research has been performed on middleware for mo­
bile networks, however to the best of our knowledge no system has yet been 
constructed that provides abstractions specifically for connection volatility in an 
Ami context. The most appropriate middleware solution seems to be Rover [3], 
as it allows for queuing of a remote message call in conjunction with weak replica 
management. While this can conceivably be used to implement behavior similar 
to the used of tagged futures, this would firstly not be encapsulated as one ab­
straction and secondly be unlikely to be tangled code. Similar to Rover, Coda [7] 
and XMiddle [10] also provide support for replica management but have no spe­
cific abstraction mechanism for connection volatility. 

7 Conclusions and Future Work 

In this paper we have proposed an extension to futures to provide better support 
for connection volatility in Ami applications. To the best of our knowledge, 
this is the first work performed to provide such an abstraction, allowing the 
specification of offline behavior in a non-tangled way. 

Our proposal add tags to futures, specifying mock values to be used when 
offline, together with an update and invalidation mechanism for these mock 
values. We have discussed how we have implemented these extensions, and have 
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shown though an example how they cleanly add support for connection volatility. 
We believe tha t tagged futures are an elegant abstraction for connection volatility 
which will significantly ease development for Ami applications. 

Future work consists of exploring other kinds of metadata , e.g., instead of 
immediately reverting to a future when going offline, specifying a t imeout, in­
dicating a time-span in which this da ta is valid when offline. Furthermore, we 
consider adding support for writing to futures, so tha t when going online this 
da ta is written to the server. This amounts to replica management and will 
therefore entail a conflict detection and resolution mechanism, as in Coda [7], 
Rover [3] or XMiddle [10]. 

Spoon Grafflti, the full code of the shopping application example, as well as 
other examples can be obtained from: h t t p : / / s p o o n . g f o r g e . i n r i a . f r 
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A b s t r a c t . Driven by new network and middleware technologies such 
as mobile broadband, near-field communication, and context awareness 
the so-called ambient lifestyle will foster innovative use cases in different 
domains. In the EU project Hydra high-level security, trust and privacy 
concerns such as loss of control, profiling and surveillance are considered 
at the outset. At the end of this project the Hydra middleware devel­
opment platform will have been designed so as to enable developers to 
realise secure ambient scenarios. This paper gives a short introduction to 
the Hydra project and its approach to ensure security by design. Based 
on the results of a focus group analysis of the user domain "building 
automation" typical threats are evaluated and their risks are assessed. 
Then, specific security requirements with respect to security, privacy, 
and trust are derived in order to incorporate them into the Hydra Secu­
rity Meta-Model. How concepts such as context, semantic resolution of 
security, and virtualisation support the overall Hydra approach will be 
introduced and illustrated on the basis of a technical building automation 
scenario. 

1 Introduction 

A digital revolution is changing our life and work styles powered by an embed­
ded ICT-empowered environment. From washing machines used in our homes 
over logistics tracking to mobile phones and PDAs on which we depend to com­
municate and work, they all deploy embedded systems. World Semiconductor 
Trade statistics show tha t 98 percent of the programmable digital devices are 
embedded devices [4]. Whilst the plethora of embedded programmable devices 
is re-assuring of a competitive, diverse and hopefully enduring creative base of 
Research and Development in such critical components, it also makes for a het­
erogeneous array of devices distributed in the ambient environment which cannot 
communicate with each other due to lack of a common protocol to provide for 
the much needed seamless integration. Imagine any of your devices being able to 
interact with any other device so tha t even a customised PDA with an interface 
tha t is familiar to the user can manage devices such as TVs and door locks in 
a hotel room, a short-distance device can use long-distance capabilities of other 
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devices and users can manage devices in other domains remotely. Further, every 
application or service could use all devices in place so that e.g. an application 
can utilise all available sensors or support devices deployed independently of the 
application. This depends of course on permissions of the developer and require­
ments of the user - e.g. users could choose services that respect security and 
privacy according to a certain policy. Security challenges are hard in homoge­
neous solutions, but escalate when moving to enable inclusive interoperability. 
Here we need to depart from traditional thinking based on device identifica­
tion with significant use of implicit knowledge and manual administration to a 
model-driven and semantically open security model based on explicit assertions 
and shared ontologies. For developers to open the digital access to devices and 
applications, they require a fiexible and much more nuanced security model; for 
users to be able to trust communication between devices, they need new models 
for user controls and security fault tolerance. Imagine what happens if biometric 
sensors in people's homes suddenly turn up to be accessible and controllable 
by neighbours and criminals, acting as commercial spy ware or even political 
control. The fear of such scenarios significantly reduces the value potential of 
this embedded networked revolution. The EC co-funded FP6 1ST project Hydra 
(Networked Embedded System Middleware for Heterogeneous Physical Devices 
in a Distributed Architecture) to support some of the leading companies and 
research institutes in Europe in attempting to fulfil the vision of such seamless 
integration in the ambient environment of heterogeneous devices. Hydra aims to 
develop a middleware layer for building secure, fault-tolerant networked embed­
ded systems where diverse heterogeneous devices co-operate [5]. The emergent 
world of ambient intelligence and pervasive computing would be closer to real­
ising its full potential if the embedded devices deployed, for example in a home, 
are able to communicate semantically interoperable with each other and cooper­
ate to fulfil tasks. The Hydra mission is to provide this capability by designing 
the required middleware facilitating semantic interoperable security. 

2 Hydra Challenge 

When speaking of interoperability the challenges we are facing are manifold. 
Starting with the simple issue of having two devices, one being able to use Wifi, 
the other being able only to use Bluetooth we are confronted with different types 
of protocols, not only in terms of communication but also in terms of security. In 
most projects, industrial or research, security is often a neglected area as devel­
opers tend to ignore its importance. It is mostly thought to be an add-on which 
can be implemented later, if at all. This holds several threats as most security 
leaks can only be closed afterwards with an immense effort. Considering these 
security leaks from the very beginning is the aim of the Hydra project. Such 
Security by Design with the main focus on interoperability of security helps to 
build a powerful tool to enable manufacturers and developers to develop secure 
applications and devices in an ambient environment. To demonstrate the mid­
dleware in various areas the project is primarily focusing on 3 domains: Home 
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Automation, Healthcare and Agriculture. The Security by Design approach itself 
is focusing on enabling secure interoperability. This means that a developer of 
embedded applications for ambient environments should not need to take care 
that the devices his applications uses or communicates with have the same spec­
ifications, e.g. same communication protocol or security protocol. If one device 
interacting with the application uses protocol A, and another device interacting 
with the apphcation uses protocol B, then the developer of the apphcation should 
be able to handle this using the Hydra middleware. This will be achieved by se­
mantic resolution of security, i.e. turning physical capabilities and functionalities 
into semantically understandable descriptions, making the interaction indepen­
dent from the specifications of network, devices and applications/services. In the 
next sections we will present a bird's eye view of our research within the Hydra 
project to derive the requirements and the approaches which we will use in order 
to fulfil these requirements. In this way we intend to provide some answers to 
our common concerns to achieve not just secure interoperability but potentially 
also cooperativity amongst heterogeneous embedded systems serving us in the 
emergent ambient environment. 

3 Security Requirements Engineering 

In the Hydra project the following security requirements specification process 
(cf. 1) is performed in order to ensure security by design: First, we derive a 
technical scenario from the building automation user domain scenario. Then, we 
conduct discussion rounds with focus groups of expert developers who are poten­
tial future Hydra middleware users. In the focus group analysis, actors, assets, 
and roles are identified. Based on the analysis of multilateral communication 
schemes between those roles we identify high-level threats to Hydra. Following 
the concept of "security by design" we derive the overall protection goals that 
have to be taken into account for the design of the Hydra middleware platform. 
The results of the focus group analysis in combination with the state-of-the-
art are the basis for the risk analysis. Here, the identified threats and potential 
(threat) actors are analysed and described. Probability, impact and effects of 
successfully performed attacks are assessed and used as input to calculate the 
risk of a threat. From that point it is then possible to estimate how serious ac­
tors should take a threat. Finally, the process results in derived and prioritised 
security and trust requirements based on the results of the risk analysis. 

A. Technical Scenario The technical scenario used in our approach is built on 
the vision scenario for the user domain "Building Automation". Since the vision 
scenario is not very detailed in terms of technical aspects the technical scenario 
adds this information. The aim of the technical scenario is to give the members 
of the focus group a better and more detailed starting point for their technical 
interpretations to elicit requirements for the security and trust within the Hydra 
project. 
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Fig. 1. Security Requirements Specification Process 

B. Results of Focus Group Analysis The technical scenario is the starting point 
of focus group analysis. Here, an initial threat analysis of the technical implica­
tions identifies assets to protect such as billing information, user preferences and 
profiles, as well as communication data, actors such as building operators, ser­
vice agents and occupants, and roles such as network operators, content providers 
and end-user. The analysis of multilateral communication schemes between such 
roles derives the main protection goals that the developers would expect to be 
met taking advantage of the future Hydra middleware platform. These com­
prise: (1) Confidentiality, (2) Integrity, (3) Authenticity, (4) Authorisation, (5) 
Availability, (6) Non-repudiation, and (7) Privacy. 

C. Results of Risk Analysis On the basis of these protection goals the risk 
analysis defines eight steps as part of a Hydra specific user-centric framework 
for risks analyses and evaluation. This comprises a pattern-based description of 
assets, (threat) actors, and threats as well as the assessment of attacks, their 
impact, their probability, and security implications. The highest risks in our 
analysis according to the usage scenario are expected to affect user data and 
identity, where identity comprises both user identities as well as device identities. 

D. Security and Trust Requirements The derivation of the security and trust 
requirements based on the previous results conclude the security analysis. The 
requirements are prioritised according to their classification into the categories 
mandatory, desirable and optional requirements. With respect to the risk analysis 
the most important requirements concern securing confidential information, e.g. 
private data during transactions, and empowering the user to control both his 
individual context and the disclosure of personal information to the immediate 
vicinity as well as to authorised (virtual) parties. 

E. Hydra Synthesis The more personalised information has to be collected, 
linked and analysed by ambient systems in order to serve users according to 



Towards Semantic Resolution of Security ... 17 

their individual context, the more the specific protection goals have to be bal­
anced between actors in those scenarios. More than 80% of the security and 
trust requirements have been classified "mandatory" to be fulfilled by the Hydra 
security model. Most important requirements aim at (1) securing confidential in­
formation, (2) authentication mechanisms, (3) context-aware access control, (4) 
context and semantic reasoning, (5) interoperability of (security) communication 
protocols, and (6) distributed trust models. In order to fulfil these requirements 
we propose a security meta-model with the following key characteristics: "be 
interoperable with existing security models", "be extendable", "allow develop­
ers to semantically define security requirements", "allow developers to virtualise 
end-users, services, and devices", and "simplify implementation". The concepts 
needed to reaUse the Hydra Security Meta-Model, i.e., (1) context security, (2) 
semantic security resolution, and (3) virtualisation, will be introduced in detail 
in the next section. 

4 Hydra Security Approach 

In this section, the main concepts of Hydra's security capabilities are presented 
and the approach to the Hydra Security Meta-Model is outlined. 

4.1 Context 

One of the main concepts of Hydra is the notion of context. By context, we un­
derstand any information that can be used to describe the situation of an entity, 
whereas the information is observer-specific, i.e. there is no global context [8]. 
The processing of context is structured in four layers: Context Sensing, Con­
text Awareness, Situational Awareness and Reasoning. At the first two layers, 
raw data, e.g. from sensor nodes is collected and processed in a way that allows 
defining a structured representation of context. At the next layer, the awareness 
of the situation the entity currently behaves in is created by linking the contexts 
of other entities nearby. Reasoning finally is the process of deducing possible 
consequences of the current situation. 

Although higher layers of context processing are application-specific and can­
not be part a middleware, the idea of context will play a major role in Hydra. 
On the one hand, context data will be a part of the integrated security model, 
e.g. by supporting Attribute-Based Access Control (ABAC) mechanisms [1,2]. 
On the other hand. Hydra aims to enable the development of ambient environ­
ments by providing context data along with processing operations and tools for 
context-aware applications while reducing the security problems which may be 
introduced by the concept of context: 

Context contains a lot of sensitive data (e.g. location or interests of a user) 
and thereby raises the risk of privacy violations. Especially due to uncontrolled 
linkage of different contexts, it would become impossible for an user to keep his 
personal data under control. Thus, it is critical to provide only as much context 
information as needed to an application or a service. Vice versa, every entity 
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may be a data source for other context sensing entities and thereby could unin­
tentionally reveal information about itself. Hydra will address these problems by 
providing concepts which help limiting the amount of information that is gath­
ered and exposed across different contexts while still allowing to link contexts in 
order to generate situational awareness. One of these concepts is virtualisation 
which will be described in the next section. 

4.2 Virtualisation 

As interconnection increases and users and devices behave in different contexts, 
perimeter security tends to fail. Moreover, a number of security problems and 
functional requirements arises and needs to be addressed by appropriate mech­
anisms: 

At first, it must be possible to avoid the tracking of users and devices across 
different contexts. Hence, information leakage from one context to another must 
be prevented. Further, an entity might need different context-specific represen­
tations. An example would be a home automation system which provides a 
different interface and different functionalities, depending on whether it is used 
by a technician or by a normal user, whether it is in maintenance mode or in 
normal operation mode. It may be required as well to apply mechanisms to 
legacy devices which do not have the capabilities to provide these mechanisms 
by themselves. 

Hydra uses the concept of virtualisation to address these issues. By virtu­
alisation, we understand the process of creating a logical representation of an 
entity. As the logical representation is an entity in itself, it is feasible to nest and 
combine virtualisations and by that way e.g. create a single logical representa­
tion of multiple different entities. As virtualisation refers to generic entities, not 
only hardware devices can be virtualised but also applications, users and their 
identities. 
Thus, Hydra proposes to apply virtualisation mechanisms to different entities: 
Virtual devices or proxies act as logical representations of devices. By defining 
a proxy for a physical device, it is thus possible to integrate non-Hydra-enabled 
devices into a Hydra-enabled network and to enable further high-level concepts 
like semantic description of device capabilities or resolution of security. In addi­
tion, physical devices can be combined to virtual devices which are tailored to 
the application - e.g. it is possible to define a "virtual" global light switch that 
controls all lights within a building. Virtual devices will also allow representing 
a device with a reduced set of functionality - either to reduce complexity for the 
user or in terms of access control^. 
Virtual identities are an important aspect, as well. They allow a user to define 
different identities for different contexts. Through virtual identities it is possi­
ble to recognise a user within a certain context while not being able to identify 

^ This will of course only prevent accesses to the device going through the proxy. 
Controlling direct physical access to a device is out of scope of a middleware such 
as Hydra. 
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the same user in a different context. Thus, virtual identities help preserving the 
user's privacy by avoiding the linkage of identities across context boundaries 
which would otherwise lead to accumulated private information about a user. 
Another advantage is that virtual identities help a user not to disclose more 
information about himself than required. For example, if a service agent enters 
a house in order to carry out a maintenance task, he can identify himself as a 
delegate of the service company instead of providing personal information about 
himself. It is also conceivable to extend the concept of virtual identities to vir­
tual users in form of personal agents, performing tasks (semi-) autonomously on 
behalf of the actual user. 
Further virtualisation techniques are possible; however, the above described 
mechanisms will make up the main part of Hydra's virtualisation design. 

4.3 Semantic Resolution of Security 

Interoperability of heterogeneous devices and applications also requires secu­
rity to be resolved at a semantic level. This is to ensure translation between 
heterogeneous devices, to delegate security decisions from applications to the 
middleware layer and to ensure adaptability according to the specific context. 
While the Hydra middleware will not enforce a specific security model on de­
vices or applications, it is nonetheless responsible for ensuring interoperability 
in even sensitive applications. The goal is the middleware to be an abstraction 
layer between the security models and protocols supported by devices and ap­
plications and the specification of security requirements made by the developer. 
Thus, a model-driven approach is needed which allows the representation of se­
curity requirements, policies and capabilities at a semantic level and translates 
these specifications to a concrete environment. One approach would therefore be 
the usage of ontologies for the semantic representation of protection goals, ac­
cess rules, security capabilities as proposed in [6] and [3]. However, Hydra itself 
will not provide ontologies, but rather define the requirements and interfaces to 
integrate such. 

4.4 Security Boundaries 

The interface between Hydra and non-Hydra defines the security boundary. The 
security parameters of all entities within the security boundary can be repre­
sented in a semantic way and thus be controlled by Hydra (but don't have to). 
Entities that are outside the security boundary cannot be controlled by the mid­
dleware and thus their security parameters are not subject to the rules specified 
within Hydra. The security boundary is fiexible and depends primarily on de­
veloper and user choices about the extend to which devices and applications 
will be part of the Hydra environment. In this way, as a facilitator rather than a 
guarantor of security, Hydra provides for security-aware design and development 
by enabling developers of embedded systems and to include security and privacy 
aspects in their applications. 
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4.5 Towards a Security Met a-Mo del 

In heterogeneous environments, one impediment to interoperabihty are the dif­
ferences between security protocols, identity schemes, authentication mecha­
nisms, etc. In order to overcome this drawback. Hydra will make use of a Security 
Meta-Model which will mainly comprise of the above described concepts context, 
virtualisation, flexible security boundaries and semantic resolution of security. 
This model will be a meta-model, i.e. it will be a "model of models", abstract­
ing from concrete security mechanisms to semantic descriptions. Developers will 
have the opportunity to deflne security requirements at a semantic level and leave 
the mapping from semantic speciflcation to concrete security mechanisms to the 
middleware. So, although Hydra is a middleware and thus can neither make 
context-based decisions by itself, nor enforce security, it will provide develop­
ers with concepts which allow creating context-aware, yet secure applications in 
heterogeneous environments. 

5 A Usage Scenario 

In order to illustrate the necessity and beneflts of the Hydra Security Meta-
Model, we implement a demonstrator scenario (cf. Fig. 2). The demonstrator is 
based on the technical building automation scenario used as the starting point 
of the security analysis in section 3. In this scenario, a service agent sent by a 
service provider needs physical access to a faulty heating system of a resident 
who is currently not at home. The steps 1 to 4 in Fig. 2 focus on the security 
challenges and how these will be resolved through the realisation of speciflc 
parts of the Hydra Security Meta-Model: The scenario starts with a critical 
malfunction in the heating system that has been detected by a device specific 
Hydra proxy in step 1. In current home and office automation systems Hydra 
proxies serve as virtual representations of legacy devices in the Hydra network 
as defined in our virtualisation concept in section 4.2. On the one hand they 
take into account device specifics by semantic description of device capabilities 
while on the other hand they take advantage of the Hydra security mechanisms 
by semantic resolution of security for example. Future devices are envisioned to 
be Hydra-enabled so that they can run Hydra middleware by themselves. Once 
the heating system's Hydra proxy has sensed the malfunction and changed its 
status the Hydra based building automation system (HBAS) is aware due to 
the fact that the contexts have been linked a priori. Therefore, changes to the 
context of the Hydra proxy are known to the HBAS. The HBAS then reasons 
taking into account further information like season or temperature to determine 
the criticality of the error and sends an error message to the resident. The HBAS 
request includes the error protocol and recommends calling a service provider to 
fix the problem. 

In step 2 the resident receives the authentic request from his HBAS and de­
cides to follow the recommendation. He digitally signs the error protocol and 
sends it - including a context restricted authorisation token - to a service 
provider of his choice. The authorisation token will be used in step 3 which 
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Fig. 2. Demonstrator Scenario 

describes the situation in front of the resident's house. In this step, three dif­
ferent objects perform context sensing: the mobile device of a service agent, the 
door lock and the HBAS. The service agent presents the authorisation token 
stored on a Hydra-enabled PDA to the door. The door forwards the token which 
has been additionally signed by the service provider to the HBAS that proves 
it valid and trusted. Thus, the service agent is now allowed to enter the house 
and gets access to the HBAS in the final step. Note that the HBAS does not ask 
for the service agent's identity - the double-signed authorisation token (by the 
resident and the service provider) is suflftcient to guarantee liability. In the final 
step - step 4 - the service agent gets context restricted access to the Internet in 
order to download the latest version of the heating system's firmware update. 
After fixing some configuration settings and installing the update of the firmware 
the heating system works smoothly inside of its specification again. In addition 
to the authorisation process based on trusted credentials and virtualisation, the 
demonstrator will be improved by two steps: Firstly, semantic resolution of se­
curity will add trusted authentication in the Hydra network (even to non Hydra 
devices by using Hydra proxies as mentioned above). Secondly, the rather simple 
Role-Based Access Control (RBAC) above will be enhanced to Attribute-Based 
Access Control (ABAC) mechanisms (e.g., XACML [7]) to support more dy­
namic and unforeseen scenarios. The demonstrator will be shown at CeBit fair 
2008. 
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6 Summary and Outlook 

In this paper we have presented the approach to security, privacy and trust 
in ambient environments supported by a context-aware middleware. We have 
presented our process of gathering the requirements for a middleware for het­
erogeneous networked embedded systems in the Hydra project. Furthermore, we 
have introduced our approach to meet those requirements which is based on 
semantic resolution of security, virtualisation, and context, forming a security 
meta-model. Further research in the project will be focused on applying differ­
ent technologies of virtualisation on different types of entities, e.g. users, devices 
or applications. Further, we plan to investigate how different security models can 
be represented semantically based on ontologies in order to realise interoperabil­
ity. Such ontologies will also be used to realise semantic models of devices and 
applications to enable semantic interoperability. The concept of context to sup­
port security will be detailed in terms of representation of context information. 
The final outcome will then be the security meta-model, in addition to a soft­
ware development kit and an integrated development environment, which will 
enable developers to involve security aspects from the initial stages of embedded 
application development. 
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A b s t r a c t . This paper proposes a decentralized approach for modeling 
information flow in ambient environments. We study how query and noti­
fication mechanisms can be used to reduce the amount of information ex­
changed between agents. We will propose qualitative criteria which state 
whether querying a concept is appropriate given the logical structure of 
an agent's knowledge base. Furthermore, we will propose quantitative 
criteria which state which concept is most likely to be most informative, 
given an agent's information needs and its experience with past events. 

1 Introduction 

Effective and efficient information sharing is of fundamental importance for am­
bient intelligence. On the one hand, sufficient information should be exchanged 
between sensors, devices and users to maximally employ the potential use of the 
information present in the system. On the other hand, when vast amounts of 
da ta are available, information overload becomes a serious issue. Therefore, only 
the relevant information must be communicated. The problem of information 
sharing is complicated as the different components in the system typically rep­
resent their information at different levels of abstraction. For example, a sensor 
may deal with low-level information about Temperature, whereas an inference 
system used for crisis management may deal with high-level concepts such as 
Fire and Emergency. Another complication is the openness of the system, i.e. 
new devices may enter and leave the system at any time. This means tha t the 
different devices should be capable of organizing their communication networks 
themselves. 

Many approaches tha t aim at guiding the information flow in ambient envi­
ronments adopt a centralized approach [4,9]. One central component is assumed 
which collects all information and provides access to this information to all other 
components. Although this approach imposes a clear organization on the infor­
mation flow, it also raises a number of problems. Firstly, the system becomes 
britt le as the functioning of the whole system is dependent on one component. 
Secondly, the central distributor must be able to deal with the heterogeneities 
of all other components in the system. This makes it very difficult to design this 

http://uu.nl
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component, particularly because it is not known beforehand which components 
will constitute the system. 

Therefore, we adopt a decentralized approach by treating every component 
in a uniform way, i.e. as a fully autonomous agent. In this way, the problem of 
modeling the information flow no longer needs to be addressed as a whole (as in 
the centralized approach), but is split up in smaller problems which are handled 
by the individual agents. Every agent must have suflftcient communicative skills 
to satisfy its information needs in an environment with heterogeneous agents 
that represent information at different levels of abstraction. Furthermore, the 
agent's communicative behavior should be minimal such that as few messages 
as possible are exchanged between them. This is needed to prevent information 
overload of the agent itself and of the agents around it. 

In this paper we will provide a conceptual framework in which information 
needs and different levels of abstraction can be clearly represented. We also 
discuss two communication mechanisms, i.e. query and notiflcation requests. We 
investigate which queries or notification requests can best be posed to reduce 
the amount of exchanged messages to a minimum. 

Our approach to these two issues is as follows. An agent's knowledge base is 
specified as a multi-context system [6], i.e. it contains multiple contexts that are 
related by mappings that specify translations between them. A context consists 
of a set of concepts regarded relevant by an agent for performing one of its tasks. 
These may be a concepts like User-Location and User-Identity, which contain 
important contextual information for a user interface agent [10]. Also, these may 
be concepts like Fire and Emergency which are relevant to a crisis management 
agent, or Temperature which is relevant to a temperature sensor. The agent's 
information needs can be precisely represented using contexts. For example, if 
the information needs are defined as the context that contains Fire, we assume 
that the agent desires to know whether Fire is true or not, at each time instance. 

Typically, two agents have some contexts in common and some contexts that 
differ. The agents can only communicate information that is represented in a 
common context. This ensures that the language used by the sending agent is 
understood by the receiving agent. Because the agents may view their world 
at a different level of abstraction, information may also be represented in a 
non-common context. In this case, the sending agent must translate the non-
common representation to a common representation to become understood by 
the receiving agent. Thus, the agents must be able to translate between different 
contexts fluently. 

The central question addressed in this paper is which concepts in one context 
are best to query or request for notiflcation to resolve the information needs 
stated in another context. We will flrst approach this issue by formulating several 
qualitative criteria. In this way, the agent can use the logical structure of its 
knowledge base to decide whether querying a concept is appropriate. Because 
the agent bases its decision on prior knowledge, these criteria are applicable 
from the moment the agent joins the system. We will then approach the issue by 
formulating several quantitative criteria. This enables the agent to use its past 
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experience to decide which concepts are most relevant among those concepts 
satisfying the qualitative criteria. Because the agent bases this decision on past 
experience, these criteria only become applicable after the agent has been in the 
system for some time. 

The paper is organized as follows. In Section 2, we introduce the concep­
tual framework. In Section 3, we discuss the qualitative criteria for selecting the 
best concept to query or to be notified about. Section 4 discusses the quantita­
tive criteria. Section 5 presents a conclusion and indicates directions for further 
research. 

2 Framework 

An agent's knowledge base is represented using description logic [2]. A descrip­
tion logic knowledge base consists of a TBox and an ABox. The TBox stores con­
cepts and their definitions (like an ontology), and the ABox stores sentences con­
structed using these concepts. The TBox represents general knowledge about a 
problem domain, which is not subject to changes. The ABox represents problem-
specific knowledge that is subject to occasional or even continuous change [2]. 

Because time plays an important role in our framework, we assume that the 
domain of discourse is specified as a set of time instances. This means that a 
concept is interpreted as a set of time instances to which the concept applies. 
For example, if the concept Fire is interpreted as {t3,t5}, it means that there 
was fire at time instances t3 and t5. We use a special variable NOW to denote the 
current time instance. This can be implemented by adopting one central time 
reference for all agents which instantiates the agents' NOW variables with the 
current time. 

We adopt the description logic ACC{V) [1] as a concept language. With­
out going into the formal semantics, we will briefiy discuss its constructs. Con­
cepts are composed using atomic concepts and concept constructors, i.e. Fl (con­
junction), U (disjunction), -• (negation). For example, the concept Cloudy Fl 
^Rainy refers to the concept Cloudy and not Rainy. Furthermore, the lan­
guage contains constructs for reasoning with numbers. For example, the con­
struct >^o{Temperature) refers to the concept that Temperature is greater than 
or equal to 50 degrees. 

The TBox is specified as a number of inclusion axioms of the form c ^ d, 
meaning that the interpretation of c is a subset of the interpretation of d, i.e. all 
instances of c are also instances of d. For example, the TBox axiom Cloudy C 
^Rainy means that all time instances at which it was Cloudy are time instances 
at which it was not Rainy. The ABox is specified as a number of membership 
assertions of the form c{t) meaning that t is an instance of c. For example the 
ABox assertion Rainy{t4) means that it is rainy at time instance 14- For c(t) we 
will sometimes simply write that c is true at time instance t. For -'c(t), we will 
sometimes write that c is false at time t. 

Different contexts are implemented by prefixing the atomic concept names 
with a context identifier (similar to [3]). For example, if the concepts Rainy 
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and Cloudy are all defined within context Ci, a TBox axiom that relates these 
concepts may be CI:Cloudy Q ^Cl:Rainy. TBox axioms may also be used to 
define relations between concepts in different contexts. In this case, they are 
called context mappings (also known as bridge rules [6]). 

Fig. 1. Example Agents 

Example 1. 
Figure 1 illustrates six example agents. The agents' TBoxes are subdivided in 

different contexts which are mapped using context mappings. The TBoxes of 
Ag-4, Ag-5 and Ag-6 are specified below: 
Ag-4 
CI:Cloudy C ^Cl:Rainy 
CL'Rainy n <o{C3:GroundTemp) E C4:BlackIceDanger 
CI:Sunny C -i C4:BlackIceDanger 
Ag-5 
>5o{C3:AirTemp) n >io{C2:C02) E C5:Fire 
Ag-6 
C4:BlackIceDanger E C6:Dangerous 
C5:Fire C C6:Emergency 

As illustrated in this example, different agents represent their information at 
different levels of abstraction. They also occupy different roles in the system. 
The agents Ag-1, Ag-2 and Ag-3 represent low level information and perform 
the role of a sensor, i.e. they acquire information by sensing their environment. 
The agent Ag-4 is capable of processing the information produced by the sensors 
Ag-1 and Ag-3 (using the shared contexts CI and C3). Likewise, Ag-5 is capable 
of processing the information produced by the sensors Ag-2 and Ag-3. They 
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interpret this sensor information in terms of a higher context (C4 for Ag-4 and 
C5 for Ag-5). These agents perform the role of an aggregator [5], i.e. they acquire 
information from multiple sensors and derive the consequences in terms of a 
higher level context. The agent Ag-5 can process the information produced by 
the aggregators and raises the level of abstraction in order to present it to the 
user, i.e. it functions as an interpreter [5]. One may think of Ag-6 as a PDA 
which, for instance, shows a green light when it is safe, a red light when it is 
dangerous, and a red light flashing in case of an emergency. 

A description logic TBox provides proper means to model an agent's informa­
tion needs [12] because it is based on an open world assumption [2]. This means 
that when a concept assertion c(t) is absent in the ABox, neither c(t), nor -'c(t) 
will be derived, i.e. the truth value remains unknown. Because the information 
needs apply to the current time instance NOW, we can say that the information 
needs on c are only fulfilled if either C(NOW) or -IC(NOW) can be derived. In this 
case, we say that the agent knows-whether c. This is defined as follows. 

Definition 1. Know-whether 
An agent knows-whether c, iff KB |= C(NOW) or KB ^ ^C(NOW) 

In the above definition KB \= means it follows from the knowledge base that. 
We assume that every agent has its information needs specified as a set of con­
cepts. For example, suppose that Ag-6 has the information need Emergency^ 
Dangerous and Safe, This means that it wishes to know-whether Emergency^ 
Dangerous and Safe. Because the current time instance NOW increases once in 
a while, an agent that knows-whether a concept is true at one moment, may no 
longer do so after some time has passed. This causes a continuous information 
need for the agent. 

A sensor can sense the value of a concept from its environment in order to 
meet its information needs. Other agents must communicate with other agents 
for this purpose. For example, for Ag-6 to know-whether C6:Dangerous is true, 
it may query C4:BlackIceDanger from Ag-4. This raises an information need for 
Ag-4, namely C^'-BlacklceDanger. Subsequently, Ag-4 may query Cl-concepts 
from Ag-1 and CS-concepts from Ag-3. In turn, this raises information needs by 
Ag-1 and Ag-3. Because these agents are sensors, they sense these values from 
the environment in order to answer the query. 

Fundamental to this process is that, through the chain of queries from end 
user to sensor, high-level concepts are translated into lower-level concepts that 
can eventually be observed by sensors. To realize this reduction in information 
abstraction, an agent must adequately use its context mappings to translate 
between different contexts. The next section discusses this in further depth. 

3 Qualitative criteria 

Given the conceptual framework introduced in the previous section, we will 
regard the following question: given that an agent desires to know whether c in 
context Ci, which concepts d in Cj are informative? 
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A first class of concepts that can be readily qualified as informative con­
tains those concepts whose membership either implies or excludes membership 
of concept Ci : c. Suppose that Cj : d is such a concept. If the agent knew that 
(i(NOw), the agent would know either C(NOW) or -IC(NOW). In other words, the 
agent knows-whether c. Formally, this condition between Cj : d and Ci : c can 
be specified as follows: either (i C c, or d C -ic. 

Sometimes, membership of a concept can only be decided by posing multiple 
queries to different agents, a process known as query dissemination [7]. In Exam­
ple 1, Fire is such a concept as it must be decided using 002 from context C2 
and AirTemp from context C3. Consequently, for Ag-5 to know whether Fire, 
it must query Ag-2 for 002 and Ag-3 for AirTemp. Because neither 002 nor 
AirTemp directly causes the agent to know-whether Fire, the condition discussed 
earlier must be generalized. 

A concept d is called informative for concept cif d can be regarded as part of 
what must be known to exclude or conclude membership of concept c. Formally, 
this is defined as follows. 

Definition 2. Informative 
Concept d G Cj is informative for concept c ^ Ci iff there exists d' for which 

— {KB \^ dn d' \Z c or KB \^ dn d' \Z ^c), and 
— (KB ^d! \^c and KB\^d' % ^c) 

This definition states that a concept d is informative for concept c, if two 
conditions hold. The first condition states that, together with some other con­
cept d' which stems from any context, d and d' must imply c or -ic. The second 
condition states that membership of d' alone does not imply c or -ic. Hence, 
the information about d is really necessary for the conclusion. Note that, when 
concept d by itself is sufficient to imply c or -ic, then d also qualifies as informa­
tive. This can be easily shown be taking for concept d', the concept T (which is 
defined as a superconcept of all other concepts). 

The idea of querying informative concepts is similar to backward chaining in 
expert systems [11]. To know the truth-value of a consequent, all truth-values of 
the conjuncts in the antecedent must be known. We would call all these conjuncts 
informative. 

An example of the previously defined notions is given below. 

Example 2. Suppose that Ag-4 in Example 1 has information need BlacklceDan-
ger. We can derive the following. 

— Ol.'Sunny is informative 
— ^Ol.'Sunny is not informative 
— 01 .'Rainy is informative 
— <o{03:GroundTemp) is informative 
— >5o{C3:AirTemp) is not informative 
— Ol'.Oloudy is not informative 
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3.1 Query and Notification requests 

We can now state the qualitative criteria for querying a concept. These criteria 
state which concepts in one context are potentially useful to query for an agent 
that wishes to know whether a concept in another context is true. 

An agent that queries a concept d does not know whether the answer will 
provide information that d or that ^d. Therefore, if only one of the concepts d 
or ^d is informative, a query on concept d is appropriate. This is specified as 
follows. 

Specification 1 Query: Qualitative criteria 
An agent may query concept Cj : d to know whether Ci : c iff 
— d is informative for c or ^d is informative for c, and 
— the agent does not know whether d. 

Note that querying a concept d to know whether c, might enable the agent 
know-whether c, but need not necessarily do so. For example, Cl:Sunny is in­
formative for C4'-BlacklceDanger but ^Cl:Sunny is not. When the answer to a 
query on Sunny is "no", the agent does still not know whether BlacklceD anger. 

Besides posing queries, a common interaction mechanism in ambient envi­
ronments is a request for notification [9]. By requesting notification of a certain 
concept, an agent gets notified whenever that concept becomes true. The issue 
when it is best to query or request for notification will be addressed in Section 
4.1. Here, we will be concerned with the issue which concepts are best to request 
for notification. 

Contrary to queries, an agent that requests notification of concept (i, only 
gets an answer when d is the case, and not when ^d is the case. When the agent 
did not receive any information about d, it assumes that ^d is the case. Because 
notification requests are intended to reduce the information exchange, the agent 
should anticipate on not receiving a message. Therefore, the negation of the 
concept about which it will be notified must be informative. This is formalized 
as follows. 

Specification 2 Request for notification: Qualitative criteria 
An agent may request for notification of Cj : d to know whether Ci : c iff 
— ^d is informative for c 

The criteria specified in 1 and 2 are rather loose, i.e. they do not exclude 
any concept that could potentially be useful to query or request for notification. 
Therefore, several options are left open for the agent. In Example 2, the non-
informative concepts C3:Airtemp and CI:Cloudy are ruled out. The concepts 
CI:Sunny, Cl:Rainy and C3:Groundtemp are all left as possible options to query. 
Using the logical structure of the knowledge base, it is not possible to decide 
which of these options is best. 

For example, if the answer to a query on Sunny is likely to return that Sunny 
holds, this is a good query, as it immediately enables the agent to know whether 
BlacklceD anger. However, if a query on Sunny is likely to return that ^ Sunny 
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holds, it may be better to query Cl:Rainy and C3:GroundTemp instead. Such 
a decision must be based on an expectation of the answer. These quantitative 
issues are discussed in the following section. 

4 Quantitative criteria 

To take into account what a likely answer to a query will be, we will use the 
notion of information gain [8]. An agent profits most when it queries a concept 
with the highest information gain. 

Before we will discuss information gain, we will discuss an underlying measure 
from information theory, i.e. information entropy. We will apply this measure to 
characterize the degree of which the truth value of a concept differs over time. 
A concept that is true at all time instances has entropy 0, i.e. it is maximally 
pure. Likewise, a concept which is false in all time instances has entropy 0. A 
concept that is true for half of the time instances, and false for the other half of 
the time instances has entropy 1, i.e. it is maximally impure. Before we give a 
formal definition, we introduce the following terminology: 

- Z\ is the domain of discourse, i.e. the set of time instances which have passed. 
- Z\̂  = {t G Z\|KB ^ c(t)} (the set of time instances at which c was true) 
- A~"^ = {t G zi|KB 1= -'c(t)} (the set of time instances at which c was false) 

Information entropy can now be formalized as follows. 

Definition 3. Entropy 
Entropy{KB^ Z\, c) = —p log2 p — n log2 n, where 

• p = % ^ (the proportion of time instances at which c was true) 

• n = ^u^ (the proportion of time instances at which c was false) 

In the above definition, # is used to denote the number of instances in a set. 

Example 3. This example demonstrates how information entropy can be calcu­
lated using an agent's ABox. The table below shows the ABox of Ag-4, after 
eight time instances have passed. It shows which concepts are true (t) and which 
are false (f) at which time instances. 

The entropy of Sunny can be calculated as follows. 
Entropy(KB, {tl..t8}, sunny) = - | logs i - | log2 | = 0-543. 
The entropy of BlacklceDanger is calculated as 
Entropy(KB, {tl..t8}, BlacklceD anger) = - | logs § " § log2 f = 0.954. 
This indicates that the concept Sunny differs less over time than the concept 
BlacklceD anger. 

Information gain is formally defined as the expected reduction in entropy after 
the truth value of a concept is known. 
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t l 
t2 
t3 
t4 
t5 
t6 
t7 
t8 

Sunny Rainy 
f 
f 
f 
f 
t 
f 
f 
f 

t 
t 
f 
t 
f 
f 
t 
t 

<o(GroundTemp) BlacklceDanger 
f 
t 
f 
t 
f 
t 
t 
f 

f 
t 
f 
t 
f 
f 
t 
f 

Fig. 2. The ABox of Ag-4 after 8 time instances 

Definition 4. Information Gain 

Gain{KB, A, d, c) =Entropy{KB, A, c') - ^Entropy{KB, Zi^ d) 

-^^Entropy{KB,A-^,d) 

Example 4- Suppose that Ag-4 wishes to know whether BlacklceDanger. The 
information gain of Sunny can be calculated as follows. Gain (KB, {tl..t8}, Blac­
klceDanger , Sunny) = Entropy(KB, {tl..t8}, BlacklceDanger) — |Entropy(KB, 
{t5}, BlacklceDanger) - |Entropy(KB, {tl, t2, t3, t4, t6, t7, t8}, BlacklceDanger) 
= 0.954 - | - 0 - | - 0.985 = 0.092. In a similar way, it can be calculated 
that the information gain of Rainy is 0.348, and that the information gain of 
<o(GroundTemp) is 0.584. 

4.1 Query and Notification requests 

To know whether a concept in context Ci is true, it is best to query a concept in 
Cj with the highest information gain. This idea corresponds to ID3, an algorithm 
for making a decision tree with as few checks as possible [8]. However, contrary 
to a decision tree, we only use the information gain for efficiency. The final 
outcome is based on the logical rules, and not on the set of training examples. 
For example, a query on Sunny is regarded as not very efficient, because it has a 
relatively low information gain. The best concept to query is Groundtemp, with 
the highest information gain. This idea is specified below. 

Specification 3 Query: Quantitative criteria 
Let CQ be the set of concepts that meet the qualitative criteria of querying to 
know whether Ci : c. The best concept to query is concept d G CQ for which 
Gain{KB^ A^c^d) is maximal. 

We will now describe the quantitative criteria for deciding whether to query 
or to request for notification. This decision is based on the expected answer. 
When the entropy among the answers is low, many queries will return the same 
answer. In this case, it is better to request for notification as this will reduce the 
information exchange. When the entropy among the answers is high, a request 
for notification does not substantially reduce the information fiow. In this case 
queries are preferred. This is specified below. 
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Speci f icat ion 4 Query or Notify: Quantitative criteria 
Let c he a concept that matches the qualitative criteria for query and notify. If 
entropy of c is low and #/\^*^ > # ^ ' ^ then request for notification on c, else 
query c. 

For example, a request for notification on Sunny is preferred over a query because 
Sunny has relatively low entropy. For GroundTemp, a query would be preferred. 

5 Conclusion and Future Research 

In this paper, we have presented a decentralized approach for modeling informa­
tion flow in ambient environments. In particular, we have investigated the use 
of queries and requests for notifications in multi-context systems. We have iden­
tified qualitative criteria, based on backtracking techniques, and quantitative 
criteria, based on entropy measures, for translating between different contexts. 
These criteria are useful to minimize the information flow between agents. 

We plan to perform simulation experiments to experimentally explore the 
information flows tha t occur when every agent uses the proposed communication 
mechanism. Furthermore, we plan to extend this line of research by modeling 
more complex information needs which are based on the task models of agents. 
We believe tha t the approach presented here provides a solid basis to study 
the more complex interaction mechanisms tha t are required to deal with this 
scenario. Finally, we aim at studying the quality of decisions when the agents 
have not completely satisfied their information needs. This requires us to extend 
the model to take the decision making process into account. 
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A b s t r a c t . Due to the nature of ubiquitous environments there is a 
strong relation between them and auto-configurable systems. In ubiqui­
tous computing environments, devices interact with the context perform­
ing an auto-configuration of system settings. The main idea presented 
in this paper is the use of profiles as an important key to provide auto 
configurability for mobile environments, especially in ubiquitous environ­
ments and Ambient Intelligence scenarios. This work is mainly focused 
on security settings. We define a profile as a repository of structured data 
representing present and past states of an entity. Ubiquitous entities use 
profiles to convey their properties to other entities. Our vision of a profile 
does not include its use by the application as information storage for in­
ternal use. Finally, we propose the use of smartcards as a mean to provide 
security for ubiquitous services. Smartcards can store user information, 
invoke services and process temporary service results. For these reasons, 
and as aforementioned, we consider smartcards as a suitable vehicle to 
provide ubiquitous services. Users on ubiquitous scenarios should be able 
to access services from any place using their smartcards. By this way it 
is possible not require complex computing mobile devices, like PDAs. 

1 Introduction 

Personalization and ubiquity are key properties for on-line services, but the de­
velopment of these systems presents new challenges because of the complexity of 
the required architectures. Specifically, the current infrastructures for the devel­
opment of personalized, ubiquitous services are not flexible enough to accommo­
date the configuration requirements of the various application domains. These 
restrictions come, in part , because current architectures have been designed for 
less dynamic applications, where configuration is static. Current applications 
need highly configurable infrastructures, this is the reason why auto-configurable 
systems are becoming more important , and the increasing number of these im­
planted systems proves tha t assertion. A strong relation exists between auto-
configurable systems and ubiquitous environments due to underlying nature of 
these environments, in which a device interacts with the context performing an 
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auto-configuration of system settings. Most of ambient intelligence scenarios can 
be proposed to show this fact. A typical ambient intelligence scenario, where a 
user travels from a source point A to a destination point B, while he is using 
different Internet connections depending on the wireless net available at every 
moment. In this situation the user device will auto-configure depending on the 
available connection, note that not all wireless nets may have the same access 
configuration. One of the key aspects of ubiquity is that all auto-configuration 
operations are performed without user interaction, and moreover, for the user 
there is a unique and continuous connection. We propose the use of profiles as 
solution for these kinds of scenarios. 

The main idea presented in this paper is the use of profiles as an impor­
tant key to provide auto configurability for mobile environments and especially 
in ubiquitous environments. This work is mainly focused on security settings; 
however this is applicable to any kind of automatic setting configuration, such 
as desktop look-and-fell settings, peripheral device configuration settings, etc. 
We define a profile as a repository of structured data representing present and 
past states of an entity. Profiles are normally used to convey the properties of an 
entity to other entities, not being intended as information storage for internal 
use by the entity itself. In this paper, firstly, we propose the use of smartcards as 
a mean to provide ubiquitous services. Smartcards have been traditionally used 
to authenticate users. However, current smartcards can perform more functions 
than those traditional ones. Though limited in speed and space, chips contain 
microprocessors, ROM and memory, and run their own COS (Chip Operating 
System) over which various applications may be executed. Hence, with this com­
puting power, it is possible using Smartcards as mobile access points to services. 
Moreover, Smartcards can store user information, invoke services and process 
temporary service results. For these reasons, and as aforementioned, we con­
sider Smartcards as a suitable vehicle to provide ubiquitous services. Users on 
ubiquitous scenarios should be able to access services from any place using their 
Smartcards, this way make possible not require complex computing mobile de­
vices, like PDAs. Secondly we look at using Trusted Computing Module as a 
mean to provide a secure environment for agent execution in ubiquitous sce­
narios. Next sections detail how this task is performed, and why it is essential 
to provide a trusted environment for agents. We highlight the intrinsic auto-
configurability characteristic of multiagent systems and we exploit it together 
with profiles. With these ideas in mind, we have structured the paper as fol­
lows. After of this introduction, section 2 overviews some related works. Section 
3 shows a scenario that helps to overview the use of profiles from user point 
of view. Section 4, sketches how mobile agents are very suitable to provide an 
auto-configurable system, specially combined with profiles. Section 5 presents the 
necessity of secure profiling. This is based on the two scenarios; these scenarios 
are introduced in section 3 and section 4. Finally, section 6 presents conclusions 
and proposes some ongoing work. 



36 Antonio Muiioz et al. 

2 Background and Related Work 

Bussiness-to-Customer services as well as other types of applications, i.e in­
formation systems have the increasing necessity of both ubiquity and auto-
configuration properties. In literature we have some examples such as [1] [2] 
[3] [4]. It is not a secret that the development of a ubiquitous, personalized and 
customized system is complex, especially due to the adaptation to the end-user 
device, what requires the integration of very different methodologies addressing 
the assessment of the user's preferences and the generation of a customized user 
interface. Some authors describe profiling as 'the process of inferring a set of 
characteristics (typically behavioural) about an individual person or collective 
entity and then treating that person or entity (or other persons or entities) in 
the light of these characteristics' [5]. Based on this definition Pearson describes 
a method for user self-profiling engaged in e-commerce by which customers can 
have greater control over their related profiles and this is achieved using trusted 
agents [6]. However, for the profile concept that we propose is totally differ­
ent, since we understand a profile as a repository of structured data, giving a 
representation of current and past status about an entity. Following this ap­
proach, the real value of profiles depends on the accuracy of the information 
they provided. Every profile (and its components) must be uniquely identifiable 
and its structure is not static because it evolves as the profile entity interacts 
with other entities in the system. This approach is the most appropriate one to 
solve problems that emerge when profiles are used to perform auto configuration 
of security settings in information systems. These problems arise when we have 
to manage these profiles; that is, for this type of storage object we need to deal 
with properties as mobility, security and availability. In a previous work [7], we 
discussed about secure profiling storage, describing a profile classification and 
scrutinizing the security level of each of them. 

In this work, our aim is to focus on the provision of auto configuration, what 
includes personalization and customization procedures. Regarding the process­
ing and description of profiles, we found several possibilities. RDF [8] provides 
a way to define a generic data model so facilitating a multi purpose mechanism 
to describe resources. Another approach, CC/PP [9] consists of a framework 
for the management of information about devices capabilities and user prefer­
ences. This framework, based on the RDF approach, is very useful to perform 
content customization. UAProf [10] provides a solution to define specific vocabu­
lary concerning device information. Also, FIPA [11] defines device ontologies for 
the communication of devices. Other works, like [12], focus more specifically on 
profiles, helping in the description of issues that arise when multiple user profiles 
are merged. In this sense, the work [13] discusses about management of profiles 
using Smartcards in such a way that users are provided with a consistent and 
continuous preferred environment anywhere and anytime. 

There are other more practical solutions, like [14], that handle the infor­
mation coming from the user actions while he is browsing the Internet. The 
information obtained is used to construct a transient navigation profile which 
might be useful to help the user in the future. As final example of profiles pro-
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cessing usability and management, we can found a very interesting approach [15] 
where Bayesian networks are used as a tool for creating profiles of visitors in a 
museum in order to customize the information they receive during their tours. 
Multiagent paradigm can help in order to provide systems auto configurability. 
Agent concept is code together with an execution state, which can be executed 
on agent servers (agencies) [16]. Multiagent systems are now being considered a 
promising architectural approach for building Internet-based applications, ubiq­
uitous applications and especially those oriented to auto-configuration tasks. A 
collaborative agent must be able to handle situations in which security conflicts 
arise and must be capable of negotiating with other agents in order to reach an 
agreement. Security plays an important role in the development of multiagent 
systems and is considered to be one of the main issues which should be dealt 
with in order for agent technology to be widely used outside the research com­
munity. Several mechanisms for secure agent execution have been proposed in 
existing literature, but none of them presents a complete solution. Focusing on 
security, convenience and practical applicability, more extensive reviews of the 
state of the art in software protection can be found in [17] [18]. 

As the introduction mentions, one of our proposal is based on a Trusted 
Computing Module (TPM) [19]. TPMs appear as part of Trusted Platform ar­
chitectures. Basically Trusted Platform technology provides evidence about the 
integrity of a platform to both platform owner and third parties. A Public Key 
Infrastructure (PKI) is needed to take full advantage of Trusted Platform prop­
erties, but certain properties (such as platform data protection) are available 
without it. A Trusted Platform also provides a mechanism to associate one plat­
form to multiple identities. This feature is particularly in order to create ambient 
intelligence and ubiquitous environments. 

3 Secure User Profiles in An Ambient Intelligence 
Scenario 

A ubiquitous environment literally means an environment in which computing 
is in everywhere. This section begins with the description of a scenario. This 
scenario is about nowadays users' interactions and how a token could be used in 
this scenario in order to store profiles. 

Our user usually wakes up early in the morning to go to his job, while he 
is walking towards the closest train subway station, he powers on his PDA. His 
device starts the user session through B3G technology. At the starting of the 
session some user information is requested, these data are located in a profile. 
The profile includes sensible user information, such as user name, date of birth 
and even bank account number. However, non-critical information is stored as 
preferences and desktop configuration parameters. The first steps of the session 
start include the load of the profile, in order to perform two main tasks, firstly 
starting session and later on an auto-configuration procedure. 

Fifteen minutes later, the user is in the subway where B3G coverage is very 
poor. But there is a wireless network available inside of the wagon. User PDA 
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has not wireless technology, but the user has his tablet-PC equipped with wifi 
connection. The user wants to keep on his session started, so he moves his profile 
token from his PDA to the tablet-PC, by doing this the same session is running. 
During his travel by train he had time to arrange his agenda and he was able to 
read his personalized news, thanks to the ubiquitous environment he was saving 
time. After thirty minutes by train, the user arrives to the offices, and he uses 
the internal LAN to connect to the Internet, the same sessions is still alive. After 
eight hours, our man finishes his working day and he comes back at home. While 
he is watching the TV he decides to check his tasks for the following day, so he 
uses his token on home desktop computer, and once again his session is working. 
Due to the change of device that user does, in each step, an auto configuration 
process is carried out by using profiling techniques. Additionally, different kind of 
networks are involved in this scenario, as some of them should be unsecured, our 
profiles must be securely managed. In order to clarify using profiles to perform an 
auto configuration of security settings, we present the concept of network profile. 
A network profile contains information regarding the physical characteristics of 
the networking technology used (e.g., wifi, 3G), the features of this network 
(e.g., cost, mobility, management), and the current status of the network (e.g., 
number of hosts, bandwidth). Each network has an associated network profile, 
which covers both the physical link (wireless or wired) between the provider and 
the customer, and how to use the network. In resume, profiles must be stored 

Fig. 1. Example of Ambient Intelligence scenario 

securely. In order to clarify why, we provide the following example. During his 
session, the user reviews his bank account through the Bank web site. Third 
parties could try to steal critical information related to his account. This fact 
represents an important drawback, and is the most important reason for secure 
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profiling. Additionally, it is important to highlight how profile information is 
used to perform system auto-configuration tasks, and how the configuration 
should be applied for preferences and for security configuration (firewalls, key 
management, access control, etc.). 

4 Auto Configurable Multiagent System 

The new mobile agent paradigm uses networks to carry objects (data and pro­
cedures) that can be executed special hosts called agencies. This section intro­
duces a scenario where a client orchestrates the work of a server by sending to 
the server an agent whose procedure makes all of the required requests when it 
is executed. For instance, deleting the old files requires moving just one agent 
between computers. All of the orchestration, including the analysis of which files 
are old enough to be deleted, is done 'on-site' at the server. One of the main 
advantages of mobile agents is performance, while two computers in connected 
require ongoing communication for ongoing interactions, two computers in a 
mobile agent network can interact without communication, once the agent has 
reached the server. Another important advantage of mobile agents is automa­
tion. A user can use an agent to carry out a long and complex sequence of tasks 
and then send the agent to the server. This model is improve by fact that an 
agent can travel to many servers performing several tasks in each of them. The 
user need be connected to the network only long enough to send the agent and 
maybe for a later return of it. Mobile agent networks enable users to automate 
tasks that today they must perform interactively such auto configuration tasks. 

Several approaches in this direction exist in literature. One of the most rele­
vant is Seta2000 [20], that consists on an infrastructure for the development of 
recommender systems that support personalized interactions with their users, 
providing access from different types of devices (e.g., desktop computers and 
mobile phones). The Seta2000 infrastructure is based on a multiagent architec­
ture, this infrastructure has been proved by developing two prototypes: SeTA 
is an adaptive Web store personalizing the recommendation and presentation 
of products in the Web. In [21] authors defend the idea that networks can be 
made more flexible and useful embedding code mobility deep into their infras­
tructures. A proof is that active networking researching are building systems 
consisting of highly configurable routers and smart packets. In [22] a toolkit to 
carry out Agent-based telematic services and telecom applications is described. 
This fact demonstrates auto configurability appeal behind multiagent systems. 

With this scenario we propose taking advantage of multiagent systems prop­
erties to perform auto configuration tasks. But as in the previous scenario secu­
rity is critical in profile managing, so mobile agents must be executed securely. 
In that case, we introduce agent profiles. We propose to use profiles in order to 
provide a secure execution environment for agents, focused on defending mobile 
agents against agencies, as well as against another agents running. Agent profiles 
will help in the security auto configuration tasks that agents do in agencies. Ad­
ditionally these profiles have some desiderable side effects, for instance they offer 
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the possibility of providing a monitor interface. Using agent profiles agents can 
be described by meaning of a software profile, in which all needed requirements 
to execute a concrete agent are stored. But there is more information that is 
needed to execute securely an agent, because is important to take into account 
contextual information With this in mind we define a new concept composing all 
this data, its the agent profile: Agent profile consists on a composition of soft­
ware profile and context information in order to gather all needed information 
to secure execution of an agent. 

5 Towards Secure Profiles 

This section starts proposing a solution for secure section 3 and 4 scenarios. First 
scenario could make use of a smart card as a way to provide a secure execution 
environment. The user wants to take advantage of a ubiquitous environment, 
for this purpose we need a trusted computing and tamperproof resistant device, 
and an important feature is that should be portable. A Smartcard provides the 
ability to perform cryptographic tasks. In second scenario, as secure device we 
propose a TPM which provides a secure execution environment for agents, focus­
ing on providing this secured environment agencies have to be trusted by agents 
executed and for this purpose we need some security characteristics such as a 
method to perform a remote attestation process, additionally to cryptographic 
primitives and a trusted root of execution. Because of these requirements we 
propose to use TPM for this task. This scenario needs a trusted computing and 
tamperproof resistant device too. 

5.1 Secure Profiles Scenario 

As aforementioned, in a previous work [7] we presented the reasons why Smart-
cards are one of the most suitable devices (and probably the most) to store 
profiles in these scenarios. This statement is based on their security properties 
and their mobility features. However, even most advanced smartcards have sev­
eral technical restrictions. Main ones are due to the small amount of free memory 
available. Anyhow, Smartcards present important features, such as the fact that 
the data they contain can be protected against unauthorized access and tamper­
ing. Access to data can only be performed supervised by the operating system 
and the secure logic system, confidential data written onto the card is protected 
from unauthorized external access. 

Because it is hard to get the data from a smartcard without authorization, 
and because it fits well in a pocket, a smartcard is uniquely appropriate for 
secure and convenient data storage. Without permission of the card holder, data 
can not be captured or modified, so can further enhance the data privacy of a 
user: in our particular case, profile information. As aforementioned, the space 
restriction is an important drawback because profiling techniques loose part of 
its potentiality. This problem is increased if we store profiles using XML format, 
as most of actual approaches propose. In general, we can apply two solutions: 
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Fig. 2. Hashing profiles in a smartcard 

(i) to reduce the size of profiles by storing inside only the most critical fields or, 
alternatively (ii) to apply any technology leaning to reduce the profile size, such 
as VCard or ASN.l [23] formats. One additional problem arises because of the 
small amount of memory available. Additionally, some free memory is necessary 
to store applets (at least one) inside the Smartcard in order to run a secure 
procedure based on split code execution between two different processors. A part 
will run in the device processor and the other part inside the smartcard. By this 
way we provide a more secure design, considering a smartcard as a trustworthy 
device capable to implement a secure software execution scheme [24]. Another 
alternative to avoid the memory space restrictions consists of splitting profile 
information in two sets of fields. One set of fields that are more used (or more 
relevant) will be stored inside the Smartcard, called the Smartcard profile. The 
rest of fields will be stored in a remote database, and is called the database 
profile. A hash value of all fields of the profile is added to the smartcard profile 
in order to preserve a link between profiles, as shown in figure 2. It is important 
to mention that, for this purpose, we use two pair of cryptographic keys. A 
secure protocol is used to retrieve the fields stored in the remote database. This 
task will be performed using a public key cryptosystem fixed by the Smartcard 
Provider. The protocol that we propose is composed of different phases. In the 
following, each step of the protocol is explained with more detail. 

Request of the profile identifier. This step is performed by the device ap­
plication after a previous testing process that checks which are the profile 
fields needed. The profile identifier is a hash value calculated using any hash 
algorithm. For simplicity, we assume that MD5 [25] is the hash algorithm 
used,. 
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Table 1. Protocol used to retrieve profiles from remote databases. 

1. 
2. 
3. 
4. 
5. 
6. 
7. 

T 
S 
T 

-> S: Request IdM5 
-> T: Ekpub PDB (IdMD5, IdSC) 
-> PD: Ekpub PDB(IdMD5,IdSC) 

PD : IdMD5, IdSC, PD ?T: E Kpub SC(Profile) 
T 
S: 
S 

-> S: E Kpub SC(Profile) 
Profile checking process 
-> T: Profile fieldl, Profile field2, 

Sending Profile Identifier. This operation is performed by the smartcard ap­
plet. This applet is a JavaCard applet. The profile identifier will be sent 
encrypted using the Profile Database public key additionally to the smart-
card Identifier. 
The device application is a Java applet which is running in the user's com­
puter. This application sends a request of profile information to the Profile 
Database. The request is done by mean of the profile identifier, which is 
encrypted in such a way that only the Profile Database manager will be able 
to get it in clear-text. 
The Profile Database application processes the request. This application will 
send the full profile. The profile is encrypted by using Smartcard public key 
so that only the Smartcard owner is able to decrypt its content. This means 
that several steps are carried out. Firstly, decryption of the identifier request 
is done, in order to get IdMD5 and IdSC in clear-text. Next, the profile is 
encrypted with the public key of the Smartcard, and is subsequently sent to 
the device application. 
The device application sends a request for confirmation of profile to the 
Smartcard application. This task can only be performed by the smartcard 
because no other one has the private key to decrypt the profile. Thus, the 
encrypted text EKpubSC(Profile) is sent from the device to the Smartcard. 
Inside the Smartcard, the JavaCard applet will perform a validation and 
decryption process of the profile information. 
The last step consists of performing the authorisation and sending the pro­
file data fields in clear-text that the device application requested for its use. 
Thus, profile-field 1, profile-field2 ... are sent from the Smartcard to the de­
vice. 

5.2 Secure Profiles to Achieve a Secure Agent Environment 

Agents are autonomous, that is they act on behalf of the user on the contrary to 
conventional programs which depend on user interaction to be executed. Agents 
contain some level of intelligence, from fixed rules to learning engines that al­
low them to adapt to changes in the environment, and agents have some extra 
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information related with their execution state. This data should be considered 
critical and must be securely managed. 

Additionally, it is important to take into account several aspects such as 
agents do not only act reactively, but also proactively (agents have social abil­
ity) . All these characteristics have an important impact on the possible security 
solutions. Some partial approaches have been presented in literature. 

Concerning the problem known as malicious host problem [26], which consists 
of mobile agents that must protect themselves against hosts trying to tamper 
maliciously with either the code or the data carried by incoming agents, the 
solution is presented in terms of sanctuaries. A sanctuary consists on a site where 
a mobile agent can be executed and for this purpose a secure infrastructure for 
mobile agents and to exam main limits of such infrastructure are built. This kind 
of protection is focused on protect these programs against a possible malicious 
server without taking into account the opposite case, mobile agent containing 
some pieces of malicious code. Additionally, we found some alternatives such as 
Proof-Carrying Code (PCC) which enables a computer system to determine that 
an agent, by an automatic way and with certainty, provided by another system 
is safe to install and execute. But this type of alternatives has several drawbacks. 
The most important is that generally we have no protection against a malicious 
server which may change agent code. We propose to use profiles to carry out 
the agent identification and authorization processes. For this purpose we mix 
two different kinds of information on the profiles. We have software profiles, in 
order to keep some minimum conditions that a software component must fulfil 
in a concrete context, and then we have a context profile. In order to check that 
this profile fulfils its specification a secure and trusted component is needed. It 
is proved that a full secure solution only can be achieved by a two co-processors. 
This is one of the reasons to use a TPM, additionally and as previously was 
mentioned, the TPM is a tamper-resistant cryptographic device. A TPM can be 
viewed as a normal open computer platform that has been modified to maintain 
privacy by providing a set of basic functionalities. This ensures that the data 
will be released only on that platform and in circumstances determined by the 
user. 

Protection profiles deal with many aspects of security properties, such as 
audit, cryptographic support, communications, component extensibility, data 
protection, protection, privacy, secure management, trusted path and channels, 
etc. TCG introduces two Protection Profiles. One describes the TPM; the other 
describes the attachment of the TPM to the platform and the properties of the 
platform that are necessarily to properly support the TPM. We propose two 
different Agent Profiles. One describes agent software properties and the other 
describes contextual properties to perform its execution procedure. Attestation 
is the process of vouching for the accuracy of information. Attestation can be 
understood along several dimensions, attestation by the TPM, attestation to 
the platform, attestation of the platform and authentication of the platform. 
Concretely in our scenario we use attestation to the platform as an operation that 
provides proof that a platform can be trusted to report integrity measurements; 



44 Antonio Muiioz et al. 

performed using the set or subset of the credentials associated with the platform. 
In this scenario we propose to perform this attestation between two different 
TPM each one installed into a host where each agency runs. For this task we have 
to take into account that both platforms are physically separated, for this reason 
we need one of main important characteristics provided by Trusted Computing 
Module, it is the remote attestation feature. 

Attestation enables an agent in a host to authenticate itself to remote agents 
and hosts. Attestation authenticates who built the platform hardware and the 
software started at each layer of agent software stack, starting from the firmware. 

More potential point of this scheme is based on its underlying simplicity, 
because the protocol used is very short and fast. Additionally this scheme allows 
a further scalability because when agent will finish its execution in destination 
agency and this will travel to a new agency, destination agency will become 
the new source agency and the new destination agency will play the role of 
destination agency in presented scheme. 

6 Conclusions and Ongoing Work 

The growing use of smartcards is reflected in current European population. The 
massive use of smartcards as of cellular phones clearly shows this fact. At the 
same time, it seems very clear that user profiles will be demanded by more and 
more future applications and services. At this moment, Smartcards are the most 
suitable devices to store profiles for users. Although Smartcards have several 
limitations such as memory restrictions, these restrictions are being tackled by 
technological progress according to the Moore's law. In the meanwhile, some 
solutions are needed. In this paper we have presented several solutions to avoid 
these storage limitations. 

As an open issue in this field, we believe that a more detailed classification 
of different security levels is needed. This is an on-going work where we are 
identifying more levels than the three proposed in this paper. A comparative 
analysis of different types of Smartcards in the market should be performed to 
evaluate time, available memory, price, etc. 

Another issue is the use of the Trusted Computing Platform in order to 
provide different security levels, that is, to take into account different security 
levels in execution. As well as we are currently working on the improvement 
of security in multiagent systems by means of using Trusted Platform Modules 
(TPMs) [27], smartcards and a combination of them. 
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A b s t r a c t . In this keynote paper, I present selected visions of ambient 
intelligence and the disappearing computer and comment on the result­
ing challenges for designing interaction in future smart environments. 
Our approach starts out with putting the human at the centre of our 
design considerations and is based on exploiting the affordances of real 
objects by augmenting their physical properties with the potential of 
computer-based support. Combining the best of both worlds requires an 
integration of real and virtual worlds resulting in hybrid worlds. In this 
approach, the computer "disappears" and is almost "invisible" but its 
functionality is ubiquitously available and provides new forms of interact­
ing with information. This approach can be summarized by the notion 
that "the world around us is the interface to information" and is the 
basis for ambient computing environments. The general comments are 
illustrated with an example taken from work in the EU-funded "Disap­
pearing Computer" initiative, especially on ambient displays and mobile 
devices in the "Ambient Agoras" project. 

1 Introduction 

"It seems like a paradox but it will soon become reality: The rate at which com­
puters disappear will be matched by the rate at which information technology 
will increasingly permeate our environment and our lives". This statement by 
Streitz & Nixon (2005) illustrates how computers are increasingly becoming an 
important part of our day-to-day activities and will determine a wide range of 
physical and social contexts of our future life. The availability and ubiquity of 
computers is the first step we are currently witnessing. It is to be followed by the 
integration of information, communication and sensing technology into everyday 
objects resulting in "smart artefacts" and making the computer disappear at the 
same time. 

There are a number of related visions known as Ubiquitous/ Pervasive/ Proac­
t ive/ Ambient Computing, the Disappearing Computer, Calm Technology, Am­
bient Intelligence, Smart Objects, Smart Environments, etc. All of them share 
some basic assumptions and predictions about how these future environments 
are supposed to be constituted, make themselves available for interaction and 
"behave" in an intelligent and smart way. 
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1.1 The Disappearing Computer 

The notion of the 'disappearing computer' is an implication of Weiser's (1991) 
statement 'The most profound technologies are those that disappear. They weave 
themselves into the fabric of everyday life until they are indistinguishable from 
it.' Weiser argues for the development of a 'calm technology' by moving tech­
nology into the background while the functionality is available in a ubiquitous 
fashion. In this approach, the computer "disappears" and is almost "invisible" but 
its functionality is ubiquitously available and provides new forms of interacting 
with information. We took this as a starting point for our approach and argue 
in the following way (see also Streitz, 2001; Streitz et al., 2001). 

Computers became primary objects of our attention resulting also in a re­
search area called 'human-computer interaction.' Today, however, we must ask: 
Are we actually interested in interacting with computers? Isn't our real goal 
rather to interact with information, to communicate and to collaborate with 
people? Shouldn't the computer move into the background and disappear? 

This "disappearance" can take different forms and we distinguish between: 
physical and mental disappearance (Streitz, 2001). Physical disappearance refers 
to the miniaturization of devices and their integration in everyday artefacts as, 
for example, clothes. In the case of mental disappearance, the artefacts can still 
be large but they are not perceived as computers because people discern them 
as, e.g., interactive walls or interactive tables. This leads us to the core issue 
and questions: How can we design human-information interaction and support 
human-human communication and cooperation by exploiting the affordances of 
existing objects in our environment? And, in doing so, how do we exploit the 
potential of computer-based support augmenting these activities? 

1.2 Ambient Intelligence 

Ambient Intelligence (Ami) represents a vision of the (not too far) future where 
"intelligent" or "smart" environments react in an attentive, adaptive, and ac­
tive (sometimes even proactive) way to the presence and activities of humans 
and objects in order to provide intelligent/smart services to the inhabitants of 
these environments. The underlying approach is based on the integration of sens­
ing capabilities, processing power, reasoning mechanisms, networking facilities, 
applications and services, digital content, and actuating capabilities to be dis­
tributed in the surrounding environment. While there are a number of different 
technologies involved, the goal of ambient intelligence and smart environments 
is also to hide their presence from the users by having the computer "disappear" 
from the users' perception and providing them with implicit, unobtrusive inter­
action paradigms. People and their social situation ranging from individuals to 
groups, be them work groups, families or friends and their corresponding envi­
ronments (office buildings, homes, public spaces, etc) are in the centre of the 
design considerations. 

The focus of this presentation is on the resulting challenges for designing 
interaction in future smart environments. Our approach is based on exploiting 
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the affordances of real objects by augmenting their physical properties with the 
potential of computer-based enrichment. Combining the best of both worlds 
requires an integration of real and virtual worlds resulting in hybrid worlds 
(Streitz et al., 1998). 

2 Smart Environments 

AThe availability of information technology for multiple activities is one impor­
tant step but it is not sufficient for achieving the objectives indicated above. It 
is to be followed by the integration of information, communication and sensing 
technology into everyday objects of our environment in order to create what 
is called "Smart Environments". Their constituents are smart artefacts that re­
sult from augmenting the standard functionality of artefacts thus enabling new 
quality of interaction and "behaviour"(of artefacts). Without entering into the 
philosophical discussion of when it is justified to call an artefact 'smart' or what 
we consider "smart" or "intelligent" behaviour in general, the following distinction 
turns out to be useful (Streitz et al., 2005): 

2.1 System-Oriented, Importunate Smartness 

An environment is "smart" if it enables certain self-directed (re) actions of indi­
vidual artefacts (or by the environment in case of an ensemble of artefacts) based 
on previously and continuously collected information. For example, a space or 
a place can be "smart" by having and exploiting knowledge about which people 
and artefacts are currently situated within its area, who and what was there be­
fore, when and how long, and what kind of activities took place. In this version 
of "smartness", the space would be active, (in many cases even proactive) and 
in control of the situation by making decisions on what to do next and actu­
ally take action and execute them automatically (without a human in the loop). 
For example, in a smart home, we have access control to the house and other 
functions like heating, closing windows and blinds are being done automatically. 
Some of these actions could be importunate. Take the almost classic example of a 
smart refrigerator in a home analyzing consumption patterns of the inhabitants 
and autonomously ordering depleting food. While we might appreciate that the 
fridge makes suggestions on recipes that are based on the food currently avail­
able (that would be still on the supportive side), we might get very upset in case 
it is autonomously ordering food that we will not consume for reasons beyond its 
knowledge, such as a sudden vacation, sickness, or a temporal change in taste. 

2.2 People-Oriented, Empowering Smartness 

The above view can be contrasted by another perspective where the empowering 
function is in the foreground and which can be summarized as "smart spaces 
make people smarter". This is achieved by keeping "the human in the loop" thus 
empowering people to make informed decisions and take actions as mature and 
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responsible people who are in control. In this case, the environment will also 
collect data about what is going on and aggregates the data but provides and 
communicates the resulting information - hopefully in an intuitive way so that 
ordinary people can comprehend it easily - for guidance and subsequent actions 
determined by the people. In this case, a smart space might also make suggestions 
based on the information collected but the people are still in the loop and in 
control of what to do next. Here, the place supports smart, intelligent behaviour 
of the people present (or in remote interaction scenarios people being away "on 
the road" but connected to the space). This view can be summarized as 'smart 
spaces make people smarter'. 

Of course, these two points of view will often not exist in their pure distinct 
forms. They rather represent the end points of a dimension where we can position 
weighted combinations of both somewhere in between. What kind of combination 
will be realized is different for different cases and depends very much on the 
application domain. It is also obvious that in some cases it might be useful that 
a system is not asking for user's feedback and confirmation for every single step 
in an action chain because this would result in an information overload. The 
challenge is to find the right balance. The position we like to propagate here is 
that the overall design rationale should be guided and informed by the objective 
of having the human in the loop and in control as much as possible and feasible. 

2.3 Interaction Design 

Having different kinds of technology available is one aspect of developing smart 
environments. Designing the interaction with the different smart artefacts con­
stituting these environments is another challenge. As one might expect, there 
are dependencies between both design and development strands of having the 
computer "disappear" and making the artefacts "smart". 

As computers disappear from the scene, become invisible, and disappear from 
the perception of the users (Streitz, 2001; Russel et al., 2005), a new set of is­
sues is created concerning the interaction with computers embedded in everyday 
objects resulting in smart artefacts: How can people interact with invisible de­
vices? How can we design implicit interaction for sensor-based interfaces and 
at the same time provide for a migration path from explicit to implicit inter­
faces? How can we design for transparency and coherent experiences? One way 
of tackling these problems is described in the following examples. Our approach 
is mainly characterized by returning to the real world as the starting point for 
design and trying to exploit the affordances that real-world objects provide. 

3 The Disappearing Computer Initiative 

"The Disappearing Computer" (DC) was an EU-funded proactive research initia­
tive of the Future and Emerging Technologies (FET) section of the Information 
Society Technologies (1ST) research program. The goal of the DC-initiative was 
"to explore how everyday life can be supported and enhanced through the use 
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of collections of interacting smart artefacts". Together, these artefacts will form 
new people-friendly environments in which the "computer-as-we-know-it" has no 
role. There were three main objectives: 

— Developing new tools and methods for the embedding of computation in 
everyday objects in order to create smart artefacts. 

— Investigating how new functionality and new use can emerge from collections 
of interacting artefacts. 

— Ensuring that people's experience of these environments is both coherent 
and engaging in space and time. 

These objectives were addressed via a cluster of 17 related projects under the 
umbrella theme of the DC-initiative. The cluster was complemented by a variety 
of support activities provided by the DC-Network and coordinated by the DC 
Steering Group, an elected representation of all projects. For more details please 
visit the DC-website [www.disappearing-computer.net]. 

4 Ambient Agoras 

The "Ambient Agoras" project [www.ambient-agoras.org] was one of the projects 
of the "Disappearing Computer" initiative introduced above. Its overall goal was 
to augment the architectural envelope in order to create a social architectural 
space (Streitz et al., 2003; Streitz et al., 2007) supporting collaboration, informal 
communication, and social awareness. Ambient Agoras aimed at providing situ­
ated services, place-relevant information, and feeling of the place ("genius loci") 
to users, enabling them to communicate for help, guidance, work, or fun in or­
der to improve collaboration and the quality of life in future office environments. 
The guiding metaphor for our work was the Greek "agora" (market place). In line 
with this, we investigated how to turn everyday places into social marketplaces 
of ideas and information where people can meet and interact. Ambient Agoras 
addressed the office environment as an integrated organization located in a phys­
ical environment and having particular information needs both at the collective 
level of the organization and at the personal level of the worker. Although the 
application domain was office work, it became obvious during the project that 
a number of results can be transferred to similar communication situations in 
other application domains as well, e.g., public spaces and distributed networked 
home environments. This is due to the fact that we addressed rather generic 
issues of informal communication, awareness and social cohesion in distributed 
groups residing in remote sites. 

For the "Ambient Agoras" environment, we coupled several interaction de­
sign objectives (disappearance and ubiquity of computing devices) with sensing 
technologies (active and passive RFID, WLAN-based positioning), smart arte­
facts (walls, tables, mobile devices, ambient displays) and investigated the func­
tionality of two or more artefacts working together and privacy as a horizontal 
dimension. In particular, we addressed the following three major issues: 

http://www.disappearing-computer.net
http://www.ambient-agoras.org
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— Support of informal communication in organizations, locally and between 
remote sites. 

— Role and potential of ambient displays in future work environments. 
— Combination of more or less static artefacts integrated in the architectural 

environment with mobile devices carried by people. 

4.1 Ambient Displays and Mobile Smart Artefacts 

In line with our general approach, we decided that a calm and ambient technol­
ogy is being used to support the informal social encounters and communication 
processes within a cooperative corporate building (Streitz et al., 2003). Ambient 
displays are examples of this approach. 

The Hello.Wall is our version of an ambient display that was developed for 
the Ambient Agoras environment (Streitz et al. 2003; Streitz et al, 2007). It 
is a large (1.8 m wide and 2 m high) compound artefact with integrated light 
cells and sensing technology. Communication of information is facilitated via 
dynamically changing light patterns. The Hello.Wall artefact is controlled by a 
computer somewhere hidden in the background using a special driver interface. 
The design of the system is general and allows taking a range of parameters as 
input and mapping them on a wide range of output patterns. 

In our setting, the Hello.Wall provides awareness and notiflcations to people 
passing by or watching it. Different light patterns correspond to different types 
of information, e.g., presence and mood of people It is interesting to note that 
the use of abstract patterns allows distinguishing between public and private or 
personal information. While the meaning of public patterns is known to every­
body and can therefore easily be interpreted, the meaning of personal patterns 
is only accessible to those who are initiated. Another interesting observation is 
that it not only communicates information but at the same time its appearance 
has also an effect on the atmosphere of a place and thus influences the mood of 
the social body around it. 

The Hello.Wall is complemented by a mechanism where it can "borrow" the 
display of other artefacts, in order to communicate additional information. This 
enables users to access information complementing the Hello.Wall. We call the 
corresponding mobile devices "ViewPorts". The ViewPort is a WLAN-equipped 
PDA-like handheld device based on commercially available components but in­
tegrated in and mapped to a new form factor. In addition, we integrated RFID 
readers and transponders. Thus, the ViewPort can sense other artefacts and can 
be sensed itself. 

4.2 Connecting Remote Teams 

One major application for the Ambient Agoras environment was the "Connecting-
Remote-Teams" scenario (Rocker et al., 2004; Streitz et al, 2007). It addressed 
the issue of extending awareness information and facilitating informal communi­
cation from within a corporate building to the connection of distributed teams 
working at remote sites. Besides opportunistic chance encounters in the hallway. 
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people sojourning in lounge areas having a coffee or tea are especially accessible 
for informal communication. While people's availability and current mood for a 
conversation are easily detectable in a face-to-face situation, it is very difficult 
to identify opportunities for similar encounters in a remote-sites setting. 

We evaluated the this scenario in a Living Lab experiment with our project 
partners using two sites, one at Electricite de France (EDF) in France (Paris) 
and one at Fraunhofer in Germany (Darmstadt). For more details of the setting 
and an extended description of the notion of affordances for smart artefacts see 
Streitz et al (2007). 

5 Conclusions 

The work reported demonstrates our approach on the role of information and 
communication technology in future smart environments for which the notion 
of the "disappearing computer" is of central importance. While in our previous 
work - not reported here - of developing the Roomware components (Streitz et 
al 1998, 2001), the focus was on supporting especially the productivity-related 
processes of team work and group meetings, the Ambient Agoras environment 
focussed on informal communication and social awareness. We combined two 
corresponding design goals: First, to develop a smart environment that supports 
selected social processes as, e.g., awareness, informal communication, and coor­
dination of team work in local and distributed collaboration settings. Second, 
the implementation corresponds to and is compatible with the nature and char­
acteristics of the processes addressed by following the objectives of developing 
a calm technology. Computers move into the background and are not consid­
ered or perceived anymore to be computers or computer-related devices. This is 
achieved by designing smart artefacts that exploit the affordances of everyday 
artefacts (Streitz et al. 2007). 
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Abstract. This paper provides an industry view on ambient intelligent 
systems, in particular on design stumbling blocks that could delay the 
advent of such systems. We first list a number of important architec­
ture principles for ambient intelligent systems. We show that many of 
such principles are not well taken into account through a number of pat­
tern examples related to seamless connectivity, trusted computing and 
application deployment. Prom an industry standpoint, these examples 
highlight a mismatch between the envisioned infrastructure and busi­
ness stakeholders organizations. From an architecture and design pat­
tern standpoint, they illustrate difficulties in creating suitable patterns, 
either when several patterns must be merged into one, or when an ex­
isting pattern must be deconstructed into several patterns. A number of 
recommendations are finally provided. 

1 Introduction 

Ubiquitous computing [1] refers to the integration of computers in the envi­
ronment to serve people in their everyday lives. Ambient Intelligence (Ami) is 
another term used in [2] to highlight "a vision of people surrounded by intelligent 
intuitive interfaces tha t are embedded in all kinds of objects and an environment 
tha t is capable of recognizing and responding to the presence of different indi­
viduals in an invisible way". Ambient intelligence systems involve computing 
elements tha t are embedded, context-aware, personalized, adaptive, and antic­
ipatory. The expected computing evolution [3], is shown in figure 1. To make 
it happen, it is widely agreed tha t a number of key technologies are needed: 
unobtrusive hardware, seamless communication, dynamic distributed networks, 
human-centric computer interfaces and dependable t rusted systems. 

However the deployment of such technologies is made difficult at the indus­
try level by two factors. First, the high fragmentation of embedded systems 
applications as well as specific needs have led to a flurry of sector specific com­
munication standards (e.g. IEEE 802 covers Wifi, ZigBee [16], and car to car 
communication). Secondly, the increasing complexity of embedded systems ap­
plications have led to equally complex supply chains involving different business 
stakeholders focusing on different subsystems (e.g. processors, ASIC, operating 
system, middleware, application component) and different integration levels. 

mailto:Antonio.kung@trialog.com
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Fig. 1. Computer Evolution towards Ambient Intelligence 

This paper takes an architecture and design pattern viewpoint to describe 
industry oriented issues. It first identifies a number of important architecture 
principles for ambient intelligent systems. It then describes a number of pat­
terns that will help meet those principles in the area of seamless connectivity, 
trusted computing, and application deployment. An industry perspective is then 
taken to show that these patterns are not well supported. Gaps are identified: 
individual patterns are not widely available, and the combination or deconstruc­
tion of patterns is not straightforward. Finally, a number of recommendations 
are provided. This paper combines the findings of a number of 1ST projects: 
TEAHA [17], MonAMI [18], HIJA [11], and Sevecom [19]. The support of the 
European Commission is acknowledged. 

2 Architecture Principles for Ambient Intelligence 

There are a number of architecture principles which guide the building of ambient 
intelligent systems. We list five of them here. 

The technology independence principle ensures that application components 
are independent of the underlying technology components. For instance, a data 
management component in charge of collecting data related to a given context 
should be independent of the sensing technology and of the communication tech­
nology. The rationale is to allow the deployment of application components on 
top of the wide variety of underlying technologies that can be available. 
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The stakeholder asset protection principle ensures that computing assets 
owned and manipulated on behalf of a stakeholder are properly isolated and 
protected. For instance, diagnosis data collected by a household appliance man­
ager must not be accessible by other applications. Similarly, patient monitoring 
data collected by a health application must also be protected. Two types of 
stakeholders could be involved at the same horizontal level when multiple appli­
cations run in parallel (e.g. to serve different persons in the same environment) 
or at a vertical level when a single application involves different stakeholders 
(e.g. a payment company and services providers). The rationale is that stake­
holders expect to get the same level of protection whether their applications run 
isolated or in parallel to other applications. 

The computing resource guarantee principle ensures that resources such as 
CPU time, memory space, storage space, and computer battery are properly al­
located and guaranteed for a given application. The rationale is that applications 
expect to enjoy the same level of quality of service whether they run isolated or 
in parallel to other applications. 

The stakeholder separation of concern principle ensures that a system is 
structured into subsystems which can be assigned to clearly identified stake­
holders. For instance device drivers and applications are subsystems which are 
typically developed by different stakeholders (e.g. peripheral manufacturers ver­
sus application developers). Separation of concern can take place at different 
levels, at the application level (e.g. when some open interfaces are desirable), or 
at a computing level (e.g. when functional and non functional aspects must be 
separated). The rationale for separation of concern is to create system structures 
that ease the creation of new applications because many other subsystems can 
be reused. 

Finally, the identity protection principle ensures that stakeholders identities 
are properly secured and protected against privacy issues. For instance, identi­
ties used in payments applications should be authenticated, or application and 
system data should not be exploited by third parties to identify and track a 
given person. The rationale for identity protection is to ensure the right level of 
trust and data protection. 

The next sections will elaborate on the consequences of the Hsted architecture 
principles in terms of design patterns. 

3 Patterns for Ambient Intelligent Systems 

Patterns [4] are widely used today to specify architecture and design aspects. 
They refer to templates describing a solution to solve a commonly occurring 
problem. Patterns are a convenient way to describe the features which are needed 
to meet the above principles. The following sections list a number of patterns 
that could be used in ambient intelligent systems. All the patterns are in general 
well known so the purpose of this section is to relate them to the building of 
ambient systems from an industry perspective. 
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3.1 Seamless Connectivity 

Seamless connectivity enables communications between systems independently 
of the underlying communication technology. It is therefore the feature which is 
initially desired to meet the technology independence principle. We now describe 
six patterns, Service discovery. Proxy-based communication. Secure communi­
cation. Policy-based communication, Stakeholder ontology administration and 
Pseudonym-based communication which were contributed by the 1ST projects 
TEAHA [8], [9] (the first five patterns) and SeVeCom [12], [13] (the last pattern). 

Service discovery is a protocol pattern which enables the dynamic discovery 
of available services in an environment (e.g. a PDA discovers a printer). Com­
parisons of existing service discovery protocols show that they are very similar 
[5]. Two approaches are used. The first is registry based, i.e. a server is used 
to store information on services available. The second is peer-to-peer based, i.e. 
peers searching for a service directly interact with peers providing a service. 

Proxy-based communication is a pattern which enables communication be­
tween heterogeneous systems (e.g. a ZigBee device communicates with an UPnP 
[21] digital TV). Assuming that A and B use communication technologies X and 
Y respectively, communication between A and B is achieved by introducing a 
proxy element. The proxy supports both X and Y communication protocols. It 
interacts with A and B on behalf of the other party by mapping X protocol to 
Y and vice versa. This pattern often involves an additional element which can 
be conveniently located in a gateway (e.g. an OSGi gateway [20]). 

Secure communication is a protocol pattern which enables trusted communi­
cation between peers (e.g. privacy protection should take place when a remote 
e-health application in a hospital monitors and collects data from patients stay­
ing at home). In this pattern A and B exchange credentials to authenticate each 
other and agree on session keys. The key agreement procedure is based on the 
Diffie-Hellman protocol [6], [7]. This pattern is often called the ping-pong pattern 
because two messages are sufficient to implement the protocol. 

Policy-based communication ensures that only authorized communication 
can take place between two devices (e.g. safety regulations do not allow remote 
systems to switch on an oven). This pattern actually extends the proxy-based 
pattern. The proxy not only ensures communication between peers using differ­
ent communication technologies, it also enforces communication policies, i.e. it 
guarantees that only authorized peers can interact. 

Stakeholder ontology administration ensures that information needed to de­
fine and standardize applications communication payloads is properly updated 
and configured according to stakeholders requirements. We use the term ontology 
to refer to the set of concepts which are needed for systems to exchange infor­
mation, i.e. to achieve semantic interoperability. For instance, "start washing 
machine" involves two concepts, "start" and "washing machine". The need for 
updating and configuring ontology data arises when systems evolve at different 
paces or when specific variations are needed. For instance, industry stakeholders 
for household appliances in Europe have started an initiative for the definition 
of the first generation of communicating household appliances [25]. They have 
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to cope with two market issues, first the specifics of multi-brand markets (e.g. 
the ontology used for a given type of brand could be richer), and secondly the 
support of generations of devices (e.g. a refrigerator can be used during decades. 
During this time span several generations of ontologies might have been defined). 
The pattern is integrated in the system which manages the interface between 
software applications and the underlying communication technology. It involves a 
stakeholder separation capability (e.g. ontologies from different industry sectors 
are handled separately), and two administration features, an ontology discov­
ery and selection capability (e.g. when a new household appliance of brand A 
is installed, the most suitable ontology will be searched for) and an ontology 
repository management system. In TEAHA an implementation was made using 
an OSGi framework. Separation was achieved by having separate Java bundles 
called business cluster plug-ins. Administration was achieved by representing 
ontologies as bundles and by using OSGi bundle administration capability with 
discovery based on the OSGi network bundle search capability. 

Pseudonym-based communication ensures that the identities of stakeholders 
involved in an application payload are not revealed to unknown external ob­
servers (e.g. it should not possible to figure out which patient is being monitored 
in an e-health application). This pattern involves two features, a pseudonym 
management system, and a control capability of the underlying communication 
technology identities (e.g. changing a pseudonym must also involve changing un­
derlying physical communication addresses). 
Proxy-based communication contributes to technology independence. Secure com­
munication, policy-based communication, and pseudonym-based communication 
contribute to the stakeholder asset protection architecture principle. All the 
listed patterns contribute to stakeholder separation of concern. Finally, the 
pseudonym-based communication contributes to identity protection. From an 
industry perspective, we believe that the collective effect of combining such pat­
terns is what it will take to produce ambient systems with genuine seamless 
inter-working capabilities. 

3.2 Trusted Computing 

Trusted computing enables individual applications to benefit from asset protec­
tion capabilities (e.g. confidential application data is not accessible by everyone). 
From a system point of view, it allows multiple independent applications to run 
on the same platform. It is therefore the feature which is initially needed to 
meet the stakeholder asset protection principle. We now describe two patterns 
for trusted computing, security module support, and computing resource QoS. 
These patterns were contributed by the 1ST projects TEAHA and HIJA [11], 
[10] respectively. 

Security module support ensures that sensitive assets (e.g. data, secret keys, 
credentials) are manipulated in a computing platform by an isolated subsystem 
with tamper resistance or tamper detection capability. TPM [23] or smart cards 
are well-know implementations of this pattern. 
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Computing resource Quality of Service (QoS) ensures that individual appli­
cations running on a platform are allocated and guaranteed computing resources 
(e.g. CPU time, memory resource, battery power, communication bandwidth). 
From a security point of view, it ensures that denial of service events cannot 
occur (e.g. an individual application using too much CPU prevents another ap­
plication from running). From a dependability point of view it ensures that the 
right level of QoS is provided by the execution platform. This pattern involves 
two features: an application admission system and application resource alloca­
tion system. The admission system checks whether a new application can run in 
terms of resource. The resource allocation system assigns resources to applica­
tions. It could be through static schemes (e.g. partitioning) or through dynamic 
schemes (e.g. scheduling). 

Security module support contributes to the technology independence, stake­
holder separation of concern and stakeholder asset protection principles. Com­
puting resource QoS contributes to the computing resource protection principle. 
From an industry perspective, the combination of both patterns is important to 
achieve trusted computing for ambient systems. 

3.3 Application Deployment 

Application deployment enables the execution of individual applications in new 
environments. It provides the dynamic capabilities needed by ambient systems 
applications. An underlying infrastructure with suitable technology for dynamic 
operation of software components is required, thus implying architecture and 
design patterns which meet the stakeholder separation of concern principle. We 
describe two patterns for application deployment: platform independence sup­
port, and service delivery. Note that the stakeholder ontology administration 
pattern described in the seamless connectivity section could have also been in­
cluded in this section, as ontology information is application specific. 

Platform independence support is a well known pattern that allows for soft­
ware subsystems to run anywhere independently of the underlying executing 
platform. The most popular approaches are Java and C# . This pattern involves 
an agreement on an platform independent representation (e.g. byte code for 
Java, Common Intermediate Language for C#) , and a virtual machine with 
downloading capabilities (e.g. JVM for Java and CLI for C#) . 

Service delivery enables services or applications to be dynamically provided. 
This pattern is supported by OSGi [20] in a configuration where application com­
ponents called bundles can be downloaded and executed on a gateway system 
(e.g. in a home or in a car). The OSGi pattern involves features for managing the 
installation and operations of such components. It relies on the use of a specific 
middleware framework which runs on top of an underlying virtual machine. A 
more holistic and visionary pattern is defined in TAHI [24]. This pattern models 
a service according to the service supply chain. Four blocks of stakeholders are 
defined: (1) the content management block which involves the content creator, 
content provider and content aggregator stakeholders, (2) the service manage­
ment block which involves the service creator, the service operator, and the ser-
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vice aggregator stakeholders, (3) the network management block which involves 
the network operator and the service provider stakeholders, and finally (4) the 
premises infrastructure block which involves the surveyor, installer, system man­
ager, maintenance, subscriber and beneficiary stakeholders. Each stakeholder in 
the supply chain in a service implementation is "represented" by a layer made 
up of two types of entities, the Remote Service Objects (RSO) and the Perva­
sive Service Agents (PSA). RSOs represent the capabilities of each layer. PSAs 
represent the requirements needed by the overall service. They include dynamic 
entities in charge of checking RSOs status and negotiating capability. 

Platform independence support contributes to the technology independence 
principle. Service delivery contributes to the stakeholder separation of concern 
principles. 

4 Gaps 

All the patterns described in the previous section are useful if not critical to 
ambient systems. We wish now to provide an industry viewpoint on why the 
integration of these patterns is not straightforward, in other words why there 
are gaps between the ambient intelligence vision and existing technologies. There 
are currently no available overall architecture and design patterns that would 
describe the architecture of ambient systems at a sufficiently detailed and com­
plete level because today's systems are much more specialized and involve many 
different value chains (i.e. many stakeholders). This was not the case for past 
computing systems. Even though they were not specified with patterns, it is 
straightforward to identify commonly used patterns^. For instance, mainframes 
in the sixties and seventies, or mini computers in the eighties were all based on 
the time sharing and virtual memory operating system pattern. This pattern en­
sures that CPU and memory resource are properly allocated using time sharing 
and paging protocols. It also protected memory through page access rights. The 
entire pattern assumed features that were available at the hardware and operat­
ing system levels so that it could meet both the computing resource guarantee 
and the stakeholder asset protection principles (stakeholders being application 
users). 

We now describe gaps which illustrates the difficulties in integrating patterns 
and technologies, or in deconstructing patterns and technologies. 

4.1 Combining Patterns and Technologies 

Many combinations of patterns will prove difficult to implement. The examples 
below show that a pattern can be too specialized and not well understood for 
straightforward integration, or that a pattern need agreements between stake­
holders which are not easy to achieve. 

^ Prom a high level standpoint, one can also argue that Figure 1 describes five archi­
tecture patterns 
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The combination of proxy-based communication with service discovery im­
plies proxies that must be able to map different service discovery protocols (e.g. 
the UPnP service discovery or the EHS [22] service discovery), or to map commu­
nication networks which are statically organized. Combining the same pattern 
with secure communication implies proxies that must be able to map different 
security mechanisms. These combinations are challenging because they involve 
industry stakeholders with different cultures/needs or expertise (e.g. those using 
static network technologies versus those using dynamic network technologies, or 
security expertise and protocol expertise). 

The combination of service discovery with secure communication implies 
that the service discovery protocol also involves credential exchange. Combining 
it with policy-based communication implies a service discovery protocol which 
supports policy configuration exchange. To our knowledge no mainstream tech­
nologies and implementations today support these combinations well. Our in­
terpretation is that this would require expertise on both protocol and security 
technologies. 

The combination of computing resource QoS with security module support 
requires agreement and convergence between dependability and security special­
ists in the industry. This is not currently the case in the industry even though 
the convergence need is well identified [1], [15]. The combination of comput­
ing resource QoS with platform independence requires an agreement between 
virtual machine developers and platform developers. The conventional view is 
that virtual machines provide their own resource management, using services 
of the underlying platform resource management system. But the portability 
requirement of virtual machines is a conflicting business priority. It has leads 
to implementations that do not use potential platform resource management 
capability (e.g. virtual machines will not take advantage of some OS resource 
partitioning capability). [10] describes a similar type of problem involving con­
flicts between OSGi framework developers and Java virtual machine developers. 
Again for business portability reasons, OSGi framework implementations will be 
based on mainstream virtual machines which do not support resource manage­
ment for independent applications. This is inconsistent with the OSGi framework 
objective to run multiple applications. 

The implementation of the pseudonym-based communication pattern could 
also be difficult if not impossible. This is because an integration with all underly­
ing communication technologies is needed. The pseudonym change process must 
be able to control and modify the underlying communication technologies iden­
tities. Therefore an agreement with communication technology developers, and 
possibly a modification of the underlying communication technology standard 
are needed 

4.2 Deconstruct ing P a t t e r n s and Technologies 

The deconstruction of patterns and technologies is also difficult. By deconstruc-
tion we mean the dismantling into smaller building blocks. Issues are not entirely 
technical. The examples below show that an understanding of supply chains and 
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of their evolution (i.e. how much should we deconstruct) is needed. They also 
show that agreements between industry stakeholders with possibly conflicting 
interests are needed. 

Service delivery implies a service supply ecosystem which must match the 
categories of industry stakeholders that will contribute to the delivery of ser­
vices. This means that interfaces must be made available between stakeholders 
(e.g. between a service operator and a network operator). TAHI with some con­
tribution from TEAHA defined up to 14 categories of stakeholders. MonAMI [18] 
is investigating a deconstruction process that would allow cost effective develop­
ment of e-inclusion services (e.g. service for elderly and handicapped people) out 
of existing mainstream services. For instance a multimedia chat service could be 
deconstructed in such a way that by replacing some part of its implementation, 
we could come up with a chat service that can be used by handicapped peo­
ple). The issue is therefore not only to identify how to deconstruct but also to 
convince stakeholders to agree on resulting specific interfaces. 

Pseudonym-based communication, already presented as a combination issue, 
can also be viewed as a deconstruction issue. If the developer of the pseudonym 
system and the developer of the communication protocol are different, then there 
is a deconstruction issue. First, there must be an agreement on a suitable inter­
face for identity management so that the pseudonym manager can make request 
involving dynamic modification of underlying protocol identifiers (e.g. a MAC 
address). Secondly, developers of communication technologies must deconstruct 
their implementation accordingly in order to make this interface available. 

Likewise, the combination of computing resource QoS with platform indepen­
dence can also be presented as a deconstruction issue. The underlying platform 
implementation should be deconstructed in such a way that an interface with an 
underlying resource management subsystem is available. 

4.3 Secure Service Discovery as an Example of Combination 

Combining patterns often does not raise really difficult technical challenges. On 
the other hand, it involves multi-disciplinary work that is not easily available in 
industry organizations. This section describes how service discovery was com­
bined with secure communication in the TEAHA project. This work required 
specialized expertise on service discovery protocols and on security protocols. In 
the rest of the section we use the following notation to denote a message sent by 
A to B with payload X and Y: 

{A->B,X,Y} (1) 

Secure communication allows for the establishment of a secure communication 
session. It involves two messages between A and B (a ping-pong exchange) before 
a secure payload can be exchanged. A->B, credential,key info, B->A, creden-
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tial,key info, A->B or B->A, secure payload 

{A— > B ^credential, key in fo}^ 

{B— > A, credential, keyinfo}, (2) 

{A— > BorB— > A, securepayload} 

Service discovery can be combined with the above pattern as follows. In the case 
of peer-to-peer discovery, we have two possibilities, (1) a client C searches for a 
service and then a server S accepts the request, and (2) S advertises its service 
and then C subscribes to the service. 

{C, search}, {S— > C, accept}, {C— > SorS— > C,payload} (3) 

{S, advertise}, {C— > S, subscribe}, {C— > SorS— > C,payload} (4) 

The integration of secure communication is achieved by combining the search or 
advertisement exchange with the ping-pong exchange. 

{C, servicesearch, credential, keyinfo}, 

{S— > C, accept, credential, keyinfo}, (5) 

{C— > SorS— > C, securepayload} 

{S, advertise/credential, keyinfo}, 

{C— > S, subscribe, credential, key info}, (6) 

{C— > SorS— > C, securepayload} 

The case of registry discovery involves two phases, registry discovery (i.e. a 
client C discovers a registry server R) and then service discovery (i.e. a client 
C establishes communication with a server S). Registry discovery also involves 
either a search exchange or an advertisement exchange. 

{C, registry search}, {R— > C, ack}, 

{C— > R, servicesearch}, {R— > C,S}, 

{C- > S, subscribe}, {S- > C, ack} (7) 

{C— > SorS— > C, payload} 

{R, advertise}, {C— > R, subscribe}, 

{C— > R, servicesearch}, {R— > C, S}, 

{C— > S, subscribe}, {S— > C, ack} 

{C- > SorS- > C, payload} 

(8) 
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The integration of secure communication is achieved by combining the ping-
pong exchange twice, the first time to establish secure communication with the 
registry and the second time to establish secure communication with the server. 

{C, registry search^ credential^ keyinfo}^ 

{R— > C^ack, credential, key info}, 

{C— > R, secureservicesearch}, {R— > C, secureS}, 

{C— > S, subscribe, credential, keyinfo}, 

{S— > C,ack, credential, key info} 

{C— > SorS— > C, securepayload} 

(9) 

(10) 

{R, advertise, credentia, keyinfo}, 

{C— > R, subscribe, credential, keyinfo}, 

{C— > R, secureservicesearch}, {R— > C, secureS}, 

{C— > S, subscribe, credential, keyinfo}, 

{S— > C,ack, credential, keyinfo} 

{C— > SorS— > C, securepayload} 

5 Conclusion 

In this paper we elaborated on the gap between the ambient intelligent system 
vision and business stakeholders' expectations. By taking a stakeholder view­
point, we were able to identify some key architecture principles that are either 
neglected, or not well taken into account, such as the stakeholder asset pro­
tection principle. We also listed a number of architecture and design patterns 
that meet the architecture principles. We showed that many of these patterns 
are not straightforward to implement, to integrate with other patterns or to 
deconstruct. This is due to a mismatch between pattern implementations and 
stakeholder business interests and responsibilities. In particular, patterns can 
involve expertise and know-how from several categories of stakeholders (e.g. se­
curity technology vs. communication technology developers) which are diflftcult 
to combine. Furthermore, some patterns owned by a category of stakeholders 
need to be deconstructed so that other stakeholders can integrate their own pat­
tern (e.g. platform developers need to deconstruct their implementation in such 
a way that computing resource management can be shared). 

We have two suggestions to deal with this gap. The first focuses on stake­
holder needs. We propose to work on a code of practice that would help systems 
designers and technology developers anticipate industry needs from the start. 
The second focuses on the ambient intelligent vision. We call for the creation of 
specific multi-disciplinary initiative to discuss and prioritize architecture princi­
ples and patterns. Ideally, this could be similar to the community work that led 
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to the OSI standard. The difference is tha t the participation of many different 
categories of stakeholders would be needed^. 

It can argued tha t we did not cover other ambient intelligent challenges (e.g. 
ad-hoc networks) which could lead to disruptive solutions. One could also ar­
gue tha t the growing pervasiveness of computing systems will create the market 
and shape the industry accordingly. We claim tha t we need first to define sound 
architecture principles and pat terns, and secondly to understand bet ter the in­
dustry value chain operation so tha t we can make ambient intelligence happen 
faster. 
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A b s t r a c t . This paper presents an Ambient Intelligence based distributed 
architecture that uses intelligent agents with reasoning and planning 
mechanisms. The agents have the ability to obtain automatic and real­
time information about the context using a set of technologies, such as 
radio frequency identification, wireless networks and wireless control de­
vices. The architecture presented can be implemented on a wide diversity 
of dynamic environments to manage tasks and services. 

1 Introduction 

Agents and multi-agent systems (MAS) have become increasingly relevant for 
developing distributed and dynamic open systems, as well as the use of context 
aware technologies tha t supply those systems information about the environ­
ment. 

This paper is focused on describing the main characteristics of an Ambient 
Intelligence based distributed architecture tha t integrates Case-Based Reasoning 
(CBR) and Case-Based Planning (CBP) as reasoning mechanisms into deliber­
ative BDI (Believe, Desire, Intention) agents, as a way to implement adaptive 
systems on dynamic environments. 

A CBR-BDI agent [4] uses Case-Based Reasoning as a reasoning mechanism, 
which allows it to learn from initial knowledge, interact autonomously with the 
environment, users and other agents, and have a large capacity for adaptat ion to 
the needs of its surroundings. CBP-BDI agents are CBR-BDI agents specialized 
in generating plans. BDI agents can be implemented by using different tools, 
such as Jadex [14]. Jadex agents deal with the concepts of beliefs, goals and 
plans, which are Java objects tha t can be created and handled within the agent 
at execution time. 

The architecture presented is founded on Ambient Intelligence (Ami) envi­
ronments, characterized by their ubiquity, transparency and intelligence. Ambi­
ent Intelligence proposes a new way to interact between people and technology. 
This last one is adapted to individuals and their context, showing a vision where 
people are surrounded by intelligent interfaces merged in daily life objects [8]. 
Ami creates computing-capable environments with intelligent communication 
and processing, serving people by means of a simple, natural , and effortless 



An Ambient Intelligence Based Multi-Agent Architecture 69 

human-system interaction [16]. Ami also arouse the development of intelligent 
and intuitive systems and interfaces, capable to recognize and respond to users' 
necessities in a ubiquous way [7], considering people in the centre of the de­
velopment [17], and creating technologically complex environments in medical, 
domestic, academic, etc. fields [20]. Agents on this perspective must be able to 
respond to events, take the initiative according to their goals, communicate with 
other agents, interact with users, and make use of past experiences to find the 
best plans to achieve goals. 

The agents in this work employ radio frequency identification (RFID), wire­
less networks, and automation devices to supply automatic and real-time infor­
mation about the environment, allowing users to interact with their surroundings 
and controlling physical services (i.e. heating, lights, switches, etc.). 

Next, the main characteristics of the architecture are explained, describing 
the technologies, agents and reasoning and planning mechanisms that integrate 
it. 

2 Technologies for Context Awareness 

This architecture is founded on Ambient Intelligence (Ami) to develop multi-
agent systems over dynamic scenarios, thus the importance to use technologies 
that allow the agents to have information about the environment and react upon 
it. Ami provides an effective way to create self-adaptive systems to context and 
users necessities. The vision of Ami assumes seamless, unobtrusive, and often 
invisible but controllable interactions between humans and technology. Ami pro­
vides new possibilities for solving a wide scope of problems. It also proposes a new 
way to interact between people and technology, where this last one is adapted to 
individuals and their context, showing a vision where people are surrounded by 
intelligent interfaces merged in daily life objects [8], creating computing-capable 
environments with intelligent communication and processing, serving people by 
means of a simple, natural and effortless human-system interaction [16]. With 
the appearance of Ami-based systems, one of the most benefited segments of 
population will be the elderly and people with disabilities, improving important 
aspects of their life, especially health care [8]. 

Radio Frequency Identification (RFID) is a wireless communication technol­
ogy used to identify and receive information about humans, animals and objects 
on the move. An RFID system contains basically four components: tags, read­
ers, antennas and software. Tags with no power system integrated (i.e. batteries) 
are called passive tags or "transponders", these are much smaller and cheaper 
than active tags (power system included), but have shorter read range. The 
transponder is placed on the object itself (i.e. bracelet). As this object moves 
into the reader's capture area, the reader is activated and begins signalling via 
electromagnetic waves (radio frequency). The transponder subsequently trans­
mits its unique ID information number to the reader, which transmit it to an end 
device or central computer where information is processed and delivered. Infor­
mation is not restricted to the object identification, thus it can include detailed 
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information concerning the object itself or its location. Mainly used in indus­
trial/manufacturing, transportation and distribution, there are other growing 
sectors, including health care [18]. Configuration presented in this paper com­
prise of transponders mounted on bracelets worn on people's wrist or ankle, 
readers installed over protected zones, with an adjustable capture range up to 2 
meters, and a workstation where all the information is processed and stored. 

Wireless LAN's (Local Area Network), also known as Wi-Fi (Wireless Fi­
delity) networks, increase the mobility, fiexibility and efficiency of the users, 
allowing programs, data and resources to be available no matter the physical 
location [19]. These networks can be used to replace or as an extension of wired 
LANs. Wi-Fi networks reduce infrastructure and installation costs. Also pro­
vide more mobility and flexibility, allowing people to stay connected as they 
roam among covered areas, increasing resources efficiency [11]. New handheld 
devices make easy to use new interaction techniques; for instance, guidance or 
location systems [6, 15]. The architecture presented in this paper incorporates 
"lightweight" agents that can reside in mobile devices, such as cellular phones, 
PDA's, etc. [2], and therefore support wireless communication. 

Automation devices are successfully applied on schools, hospitals, homes, 
etc. [13]. There is a broad diversity of automation technologies, one of them is 
ZigBee, a low cost, low power consumption, two-way, wireless communication 
standard, developed by the ZigBee Affiance [21]. It is based on IEEE 802.15.4 
protocol, and operates at 868/915MHz & 2.4GHz frequency spectrum. ZigBee is 
designed to be embedded in consumer electronics, home and building automa­
tion, industrial controls, PC peripherals, medical sensor applications, toys and 
games, and is intended for home, building and industrial automation purposes, 
addressing the needs of monitoring, control and sensory network applications 
[21]. ZigBee allows star, tree or mesh topologies. As shown on Figure 1, devices 
can be configured to act as: network coordinator (control all devices); router/re­
peater (send/receive/resend data to/from coordinator or end devices); or end 
device (send/receive data to/from coordinator). 

Fig. 1. ZigBee devices' configuration 

Information, collected through the set of technologies described before, is 
processed by deliberative BDI agents with reasoning and planning mechanisms, 
providing the intelligence and flexibility to develop Ambient Intelligence based 
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systems with self-adaptive capabilities to changes in the environment and user 
necessities. Next, the integration of reasoning and planning mechanisms into 
deliberative BDI agents is described. 

3 Agents with Reasoning and Planning Capabilities 

Agents in this development are based on the BDI (Belief, Desire, Intention) 
deliberative architecture model [3], where the agents' internal structure and ca­
pabilities are based on mental aptitudes, using beliefs, desires and intentions. 
Implementation of CBR (Case-Based Reasoning) systems [1] as a deliberative 
mechanism within deliberative BDI agents, facilitates learning and adaptation, 
and provides a greater degree of autonomy than pure BDI architecture. CBR 
use past experiences to solve new problems [12], adapting solutions that have 
been used to solve similar problems in the past, and learn from each new expe­
rience. To merge a CBR motor into a deliberative BDI agent, as seen on Figure 
2, it is necessary to represent the cases used in CBR by means of beliefs, desires 
and intentions, and then implement a CBR cycle to process them, resulting in 
a deliberative CBR-BDI agent. 

The primary notion when working with CBR is the concept of "case", which 
is described as a past experience composed of three elements: an initial state 
or problem description that is represented as a belief; a solution, that provides 
the sequence of actions carried out in order to solve the problem; and a final 
state, represented as a set of goals. CBR manages cases (past experiences) to 
solve new problems. The way cases are managed is known as the CBR cycle, and 
consists of four sequential phases: retrieve, reuse, revise and retain. The retrieve 
phase starts when a new problem description is received. Similarity algorithms 
are applied in order to retrieve, from a cases memory, the cases with a problem 
description more similar to the current one. Once the most similar cases have 
been retrieved, the reuse phase begins, adapting the past solutions to obtain a 
best one for the current case. The revise phase consists of an expert revision of 
the solution proposed. Finally, the retain phase allows the system to learn from 
the experiences obtained in the three previous phases, updating continuously the 
cases memory. 

On Figure 3, the basic structure of a CBP-BDI agent can be seen. The reason­
ing mechanism generates plans using past experiences and planning strategies, 
so the concept of Case-Based Planning (CBP) is obtained [9]. CBP consists of 
four sequential stages: retrieve stage to recover the most similar past experiences 
to the current one; reuse stage to combine the retrieved solutions in order to ob­
tain a new optimal solution; revise stage to evaluate the obtained solution; and 
retain stage to learn from the new experience. CBP is the idea of planning as 
remembering [10]. CBP is a specialization of CBR which is a problem solving 
methodology based on using a library of solutions for similar problems [10]. In 
CBP, the solution proposed to solve a given problem is a plan, taking into account 
the plans applied to solve similar problems in the past. The problems and their 
corresponding plans are stored in a plans memory. Problem description (initial 
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Fig. 2. Basic deliberative BDI agent and CBR mechanisms architectures 

state) and solution (situation when final state is achieved) are represented as 
beliefs, the final state as a goal (or set of goals), and the sequences of actions as 
plans. The CBP cycle is implemented through goals and plans. When the goal 
corresponding to one of the stages is triggered, different plans (algorithms) can 
be executed concurrently to achieve the goal or objective. Each plan can trigger 
new sub-goals and, consequently, cause the execution of new plans. 

Next, an Ambient Intelligence based architecture model is described, with 
context aware technology and agents with reasoning and planning mechanisms 
working collectively. 

Fig. 3. Deliberative CBP-BDI agent basic structure 
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4 Architecture Model 

Figure 4 illustrate how the reasoning and planning mechanism, and context 
aware technology are integrated into a generic multi-agent system prototype 
that can be implemented on diverse dynamic scenarios, for example in geriatric 
residences [4] with some changes according the users and project necessities. 

Fig. 4. Architecture applied on an automated environment 

Figure 5 shows the technology, the five different deliberative agents in the 
architecture, and the interaction between all them and users. Each agent has 
specific roles and capabilities: 

- User Agent is a BDI agent that runs on a Workstation. It manages the 
users' personal data and behaviour (monitoring, location, daily tasks, and 
anomalies). Beliefs and goals used for each user depend on the plan or plans 
defined by the super-users. User Agent maintains continuous communication 
with the rest of the system agents, especially with SuperUser Agent and 
ScheduleUser Agents, through which the scheduled-users can communicate 
the result of their assigned tasks. User Agent must ensure that all actions 
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indicated by SuperUser Agents are taken out, sending a copy of its base 
memory (goals and plans) to Manager Agent in order to maintain backups. 

- SuperUser Agent is a BDI agent that runs on mobile devices (PDA's). It in­
serts new tasks into the Manager Agent to be processed by the CBR mech­
anism. It also communicates with User Agents to impose new tasks and 
receive periodic reports, and with ScheduleUser Agents to ascertain plans 
evolution. 

- ScheduleUser Agent is a CBP-BDI planner agent that runs on mobile devices 
(PDA's). It programmes the scheduled-users daily activities, obtaining dy­
namic plans depending on tasks needed for each user. It manages scheduled-
users profiles (preferences, habits, holidays, etc.), tasks, available time and 
resources. Each ScheduleUser agent generates personalized plans depending 
on the scheduled-user profile. 

- Manager Agent is a CBR-BDI Agent that runs on a Workstation. It plays 
two roles: Security role monitors the users' location and physical building sta­
tus (temperature, lights, alarms, etc.) trough a continuous communication 
with the Devices Agent; and Manager role which handle databases and tasks 
assignation. It must provide security for users and ensure tasks assignments 
efficiency. Tasks assignation is carried out through a CBR mechanism, in­
corporated within Manager Agent. When a new task assignation needs to be 
carried out, past experiences, current situation needs and available resources 
are recalled. 

- Devices Agent is a BDI agent that that runs on a Workstation. This agent 
controls all hardware devices. It monitors users' location (continuously ob­
taining/updating data from the RFID readers), interact with ZigBee devices 
to receive information and control physical services (lights, door locks, etc.), 
and also check the status of the wireless devices connected to the system 
(PDA's). The information obtained is sent to the Manager Agent to be pro­
cessed. 

The essential hardware used is: Sokymat's Q5 125KHz chip RFID wrist bands 
and computer interface readers for people monitoring and identification; Silicon 
Laboratories' C8051 chip-based 2.4GHz development boards for physical services 
automation (heating, lights, door locks, alarms, etc.); mobile devices (PDA's) 
for interfaces and users interaction; a Workstation where all the high demanding 
CPU tasks (planning and reasoning) are processed; and a basic Wi-Fi network for 
wireless communication between agents (in PDA's and Workstation). All hard­
ware is some way integrated to agents, providing them automatic and real-time 
information about the environment. The information obtained is processed by 
the reasoning and planning mechanisms to automate tasks and manage services. 
The planning mechanism in ScheduleUser Agents is a complex and innovative 
procedure that is briefly described next. 

4.1 Tasks planning 

ScheduleUser Agents are autonomous agents that can survive in dynamic en­
vironments, with communication capabilities that allow them to be easily inte-
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Fig. 5. Architecture applied on an automated environment 

grated into a multi-agent system. They can cooperate with other agents to solve 
problems in execution time and distributed way. The CBP mechanism on each 
ScheduleUser Agent constructs plans in such a way that a plan is a sequence of 
tasks that need to be carried out by a user. A task is a Java object that contains 
a set of parameters, as can be seen in Table 1. 

Table 1. Tasks description 

Task 

Taskid 
TaskType 
TaskDescript 
TaskPriority 
TaskObjective 
Tasklncidents 
Userld 

Data 

36 
32 
Description 
3 
0 
0 
7 

UserNecessities 2 
MinTime 
MaxTime 
TaskResources 

10 min 
60 min 
2,4,8 

For each task, one or more goals are established, so the whole task is eventu­
ally achieved. A problem description is created by the tasks that the scheduled-
users must execute, the resources available, and the time assigned. In the retrieve 
stage, problem descriptions found, within similarity range close to the original 
problem description, are recovered from the beliefs base. In this case, a toler-
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ance of 20% has been permitted. In order to do this, the agent applies different 
similarity algorithms (cosine, clustering etc.). Once the most similar problem 
descriptions have been selected, the solutions associated with them are recov­
ered. A solution contains all the plans (sequences of tasks) carried out in order 
to achieve the objectives of the ScheduleUser Agent for a problem description 
(assuming that re-planning is possible) in the past, as well as the efficiency of 
the solution supplied. Solutions are combined in the reuse stage to construct a 
new plan [4,9]. The new plan must ensure that the objectives can be accom­
plished with the resources available in order to carry out the global plan. The 
user objectives are defined within the planning mechanism. Task resources are 
defined by an administrator (person) using a Manager Agent GUI. ScheduleUser 
Agents watch out incidents and interruptions that may occur during re-planning 
[4]. Furthermore, these agents trust people because revision of plans is made by 
users. Finally, ScheduleUser agents learn about this new experience. If the plan 
is at least 90% similar, it is stored in the cases memory. 

5 Architecture Model 

Deliberative BDI agents with reasoning and planning mechanisms, and the use 
of technology to perceive the context, create a robust, intelligent and flexible 
Ami-based architecture that can be implemented in wide variety scenarios, such 
as hospitals, geriatric residences, schools, homes or any dynamic environment 
where is a need to manage tasks and automate services. 

Although the architecture is currently on development, it is mature enough to 
demonstrate its capabilities on real scenarios. In fact, a prototype system, based 
on this architecture, has been successfully applied into a geriatric residence [4], 
improving security and health care efficiency through monitoring and automat­
ing medical staff's work and patients' activities, facilitating the assignation of 
working shifts and reducing time spent on routine tasks, as seen on Figure 6. 

The main characteristic of the architecture presented is the use of GBR and 
GBP mechanisms merged into deliberative BDI agents that help them to solve 
problems, adapt to changes in context, and identify new possible solutions, sup­
plying better learning and adaptation than pure BDI model. In addition, RFID, 
Wi-Fi and ZigBee devices supply the agents with valuable information about 
the environment, contributing to a ubiquous, non-invasive, high level interaction 
among users, system and environment. 

However, it is necessary to continue developing and improving the architec­
ture presented, adding new capabilities and integrating more technologies to 
build more efficient and robust systems to automate services and daily tasks. 
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Fig. 6. Architecture applied on an automated environment 
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A b s t r a c t . The management and extraction of structured knowledge 
from large video recordings is at the core of urban/environment planning, 
resource optimization. We have addressed this issue for the networks of 
camera deployed in two underground systems in Italy. In this paper we 
show how meaningful events are detected directly from the streams of 
video. Later in an off-line analysis we can set this information into an 
adequate knowledge model representation that will allow us to model 
behavioral activity and obtain statistics on everyday people activities 
in metro station. Raw data as well as on-line and off-line metadata are 
stored in relational databases with spatio-temporal retrieval capabilities 
and allow the end-user to analyse different video recording periods. 

1 Introduction 

The management of audio-visual streams acquired for surveillance and safety rea­
sons is an essential point of ambient intelligence applications such as urban/en­
vironment planning, resource optimization, disabled/elderly person monitoring. 
In this work we have addressed the question of management and extraction 
of structured knowledge from large video recordings recorded over networks of 
cameras deployed in real sites (European project CARETAKER [1]): two differ­
ent underground systems, the metro of Torino (GTT) and the metro of Roma 
(ATAC). Some video interpretation systems have been built in the past with 
similar applications. PRISMATIC A [7] was a video surveillance system tested 
on-site in Paris and London undergrounds and able to detect overcrowding/con­
gestion; unusual or forbidden directions of motion; intrusion; and stationarity 
of people. Similarly, ADVISOR [8] was tested in Brussels and Barcelona metro 
stations and was able to detect fighting between persons, vandalism, person 
jumping above a barrier, group of people blocking an exit and overcrowding sit­
uation. VISOR-BASE [9] was another video interpreting system built to store 
and interpret video streams from geographically distributed cameras in shop­
ping centers and was aimed at security systems such as cashiers and entrance 
points monitoring. However, these systems were mainly focused on the real-time 
recognition of events. Recorded video contains an added value tha t can only be 
unlocked by technologies tha t can effectively exploit the knowledge it contains. 
The produced audio-visual streams, in addition to surveillance and safety issues, 
represent a useful source of information if stored and automatically analysed. 
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in environment planning and resource optimisation for instance. We have thus 
developed techniques that automatically extract knowledge at two stages. In the 
first stage, events can be extracted directly from the raw data streams, such 
as ambient sounds, crowd density estimation, or object trajectories. The second 
stage of semantic information reflects relationships between tracked objects but 
also between tracked objects and its environment and is obtained from off-line 
analysis. While the second layer involves that knowledge that has previously not 
been modeled but discovered through unsupervised techniques and statistical 
analysis, the first layer corresponds to that knowledge modelled using ontolo­
gies. The ontologies describe the set of all the concepts and relations between 
concepts shared by the community of a given domain. An ontology is useful 
for experts of the application domain to use scene understanding systems in 
an autonomous way, to understand exactly what types of events a particular 
system can recognise, and for developers desiring to share and reuse activity 
models dedicated to the recognition of specific events. However, most of the 
work in ontology is dealing with structure of complex events (linguistic issues 
not addressing specifically video events) [10]. Several works have also addressed 
the limitation of standard ontologies to represent time and temporal relation­
ships. For instance, Hobbs [11] has developed a rich ontology dedicated to time 
reasoning based on Allen temporal algebra [12]. A series of specific workshops 
sponsored by ARDA have been devoted to building ontologies of video events 
for video understanding applications [13]. The ontology presented in this work 
takes into account spatial and temporal constraints for video event recognition 
and interpretation. 

Extracted metadata from both analysis modules, on-line and off-line, will 
be incorporated in knowledge management systems providing web-base content 
access and semantic, spatio-temporal, retrieval capabilities. For this purpose we 
have developed an Agent Software Methodology. The remaining of the paper is 
structured as follows. In section 2 we present the general architecture of the sys­
tem. Section 3 introduces the ontology that has been defined for this application. 
The main concepts and principal results obtained from the on-line analysis are 
presented in section 4 while those for the off-line analysis are presented in section 
5. The conclusions and some perspectives of our work are given in section 6. 

2 General Architecture 

Figure 1 shows the global architecture mainly composed of two different process­
ing modules, i.e. the real-time on-line analysis subsystem, and the higher-level 
offline interpretation. For the storage of video streams and the metadata ob­
tained after both, on-line video processing and off-line analysis, three different 
databases exist: raw database, on-line database, off-line database. 

The on-line analysis subsystem takes its input directly from the data acqui­
sition module. Streams of video are acquired at a speed of 25 frames per second. 
Objects and events of interest, previously defined in the ontology (see next sec­
tion), are detected on real time and tracking results are written to the on-line 
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database at a speed of 5 frames per second. Streams of video are directly writ­
ten to a raw database. The off-line analysis subsystem takes its input principally 

Data Acq On-line System 

RawDB On-line DB 

Off-line System 

Off-line DB 

Fig. 1. General architecture 

from the on-line database as we are looking to retrieve all stored information 
related to a period of time that we wish to analyse. This module can also access 
the raw database in case the user wants to visualize a past event. 

In order to allow all modules to communicate between them, we have de­
fined, in agreement with the ontology, an exchange file format based on xml, as 
it has previously shown that it is an accepted standard that provides a common 
and understandable representation of the vocabulary, and can help to improve 
reusability, modularity and interoperability of the applications [2]. Large libraries 
of xml metadata, linked to the streams of video, are saved in both, on-line and 
off-line databases. With search tools, it is possible to retrieve a part of a scene, 
at a certain time, in the whole scene based upon the research criteria given to 
the search tools. In our case these are based on xml queries. Web-service tech­
nology (SOAP, WSDL, UDDI, RSS) is chosen for components and subsystems 
integration, because it allows reuse of high-performance interoperable compo­
nents and makes the required distributed processing and communication more 
straightforward [3]. 

3 Ontologies 

This section presents all the a priori knowledge and structure needed to rep­
resent video event knowledge for automatic scene interpretation. Two types of 
knowledge are modeled. On one side, the multi-user knowledge (safety operators, 
decision makers), represented by their needs, their use-case scenario definition, 
and their abilities at providing context description for sensory data. On the other 
side, the content knowledge is modeled, characterised by a first layer of primi­
tive events that can be extracted from the raw data streams such as objects 3D 
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dimensions or their trajectories, and a second layer of higher semantic events 
defined from longer term analysis and from more complex relationships between 
both primitive events and higher-level events. Both knowledge types are modeled 
through ontologies. 

There are two main types of concepts to be represented: physical objects of 
the observed scene, including mobile and contextual objects, and video events 
occurring in the scene. Terminologies describing these objects and events and 
terms used for scene and video analysis are listed below: 

Physical object: a real world object in the scene. There are two types of 
physical object: physical object of interest (or mobile object) and contextual 
object. 

Physical object of interest: a physical object evolving in the scene whose class 
(e.g., person, group and crowd) is predefined by end-users and whose motion 
cannot be foreseen using a priori information. 

Contextual object: a physical object attached to the scene. The contextual 
object is usually static and whenever in motion, its motion can be foreseen using 
a priori information. For instance, the movements induced by a door, an elevator, 
the water coming out of a fountain, the leaves of a tree, a chair and a luggage 
can be foreseen. 

Tracked target: corresponds to the detection and tracking of a physical object 
of interest. A tracked object is characterized in a scene by a unique tracking 
identifier. 

Video event: a generic term to describe any event, action or activity hap­
pening in the scene and visually observable by cameras. Video events of interest 
can be either predefined by end users or learned by the system. Video events 
are characterized by the involved objects of interest (including contextual ob­
jects and zones of interest), their starting and ending time and by the cameras 
observing them. We distinguish four types of video events i.e. primitive state, 
composite state, primitive event and composite event which are classified into 
two categories i.e. state and event defined below: 

— A state is a spatio-temporal property of a physical object valid at a given 
instant or stable on a time interval. 

— A primitive state is a state which is directly inferred from visual attributes 
of physical objects computed by perceptual components. 

— A composite state is a combination of states. This is the most complex 
granularity of states. We call components all the sub-states composing the 
state and we call constraints all the relations involving its components and its 
physical objects. For example: "Person pi is close to machine m and person 
p2 stays inside zone z". 

— An event is one or several change(s) of state values at two successive time 
instants or on a time interval. 

— A primitive event is a change of primitive state values. Primitive events are 
more abstract than states but they represent the finest granularity of events. 
For example: "Person p moves from zone zl to zone z2". 
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— A composite event is a combination of states and events. This is the most 
complex granularity of events. Usually, the most abstract composite events 
have a symbolical/Boolean value and are directly linked to the goals of the 
given application. We call components all the sub-states/events composing 
the event and we call constraints all the relations involving its components 
and its physical objects. 

Five examples of video events are given below. First, an object of interest "o" (e.g. 
person, group, crowd) is inside a zone "z" if it's 3D position on the ground belongs 
to the polygon defining the zone (i.e. "o IN z" is true). Second, an object of in­
terest "o" classified as a person is detected as close to the vending machine if this 
person is detected as inside the specified zone "vending_machine_zone" and if 
the distance between the person and the specified equipment "vending_machine" 
(i.e. "o DISTANCE eq") is less than 1.5 meters. Third, is a mobile object "o" is 
detected as staying inside a zone "z" when the primitive state "inside_zone(o,z)" 
is being detected successively for at least 30 seconds. Similarly, as fourth event, 
a mobile object stays at an equipment "eq" when this object is detected suc­
cessively close to the same equipment "eq" for at least 10 seconds. The final 
event example corresponds to when a person is considered to be using a vend­
ing machine defined by: a mobile object is to be classified as a person and 
positioned within a distance from the vending machine so that the primitive 
state "person_close_to_vending_machine" is detected successively for at least 
10 seconds. 

4 On-line System 

The first section depicts the functionalities of the long term tracking algorithm 
which establish temporal links between mobile objects in order to obtain robust 
trajectories. The object information are then analyzed by the event detector in 
the second section which detect simple to more complex events based on the 
pre-defined ontologies. 

4.1 Multiple objects tracking 

Tracking several mobile objects evolving in a scene is a difficult task to perform. 
Motion detectors often fails in detecting accurately moving objects referred to 
as "mobiles" which induces mistracks of the mobiles. Such errors can be caused 
by shadows or more importantly by static (when a mobile object is hidden by 
a background object) or by dynamic (when several mobiles projections onto the 
image plane overlap) occlusion [14]. 

The tracking algorithm builds a temporal graph of connected objects over 
time to cope with the problems encountered during tracking. The detected ob­
jects are connected between each pair of successive frames by a frame to frame 
(F2F) tracker [15]. The links between objects are associated with a weight (i.e. a 
matching likelihood) computed from three criteria: the similitude between their 
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semantic classes, 2D dimension differences and 3D distance difference on the 
ground plane. 

The graph of linked objects is analyzed by the tracking algorithm also referred 
to as the Long Term Tracker which builds paths of each mobiles according to 
the links established by the F2F tracker. The best path is then taken out as 
the trajectory of the related mobiles. Examples of tracked objects are shown in 
figure 2. Three major characters are evolving in this scene: two persons are one 
group of persons. These mobiles objects were not successively classified in all the 
frames due to detection errors (discussed above). However, despite the lack of 
well detected and classified objects, these objects were successively tracked by 
the long-term tracker algorithm. Tracked mobile object examples are also shown 
in figure 3, from the Rome underground. It can be seen that object labeled 0 is 
being successively tracked as a person although it was sometimes mis-classified. 
This person is shown interacting with the vending machine, standing on the left 
side of the image. Two other persons were also tracked, person labeled 1 and 3 
which are interacting with the gates to access the train platform. 

Fig. 2. Tracked objects in the Torino underground station "Diciotto Dicembre". Images 
corresponding to a video sequence acquired at 25 fps 

4.2 Event detection 

The trajectory of each detected object given by the tracking algorithm aims 
to build a relationship of the objects with the contextual content of the scene. 
Using pre-defined ontologies and the event examples in section 2, many primitive 
and composite events were detected related to the detected and tracked mobile 
objects interacting with the scene and its content. 
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Fig. 3. Tracked objects in the Roma underground station "Termini" direction "Rebib-
bia". The 2 frames are separated by a time interval of approximately 10 seconds 
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Figure 4 shows two events detected in the 'Diciotto Dicembre' station, namely 
the "stays_inside" and "stays_at" events respectively. The "stays_inside" event 
corresponds to a group of persons being consecutively detected inside the "Plat­
form" zone for at least 30 seconds and the "stays_at" event corresponds to a 
person being detected at gate number 7 for at least 10 seconds. 9 equipments 
were modeled, i.e. the 9 gates (or validating ticket machine) which allow the 
user to access the train, and one zone was defined in the scene: the entrance hall 
where people can evolve before the gates. 

Figure 5 shows an example of a person using the vending machine. This 
person was tracked successfully for at least 10 seconds (see tracking results in 
figure 3) inside a small zone in front of the vending machine and close enough 
to it for the event "peson_uses_VM" could be detected (where VM stands for 
vending machine). The other persons interacting in the scene were not interacting 
long enough with the contextual objects for any other events to be triggered (or 
tracks were lost due to detection errors or occlusion ambiguities). 

Fig. 4. Two events detected in the "Diciotto Dicembre" station of Torino underground 

Currently we are capable of detecting twelve video events. For instance, pro­
cessing two hours of video from Torino metro we de-tected over 35000 events, 
being the most common "inside_zone( 14486) group_inside_zone(5523), 
close_to_Gates(5103) stays_at_Gates(3489)". 

5 Off-line system 

In order to have a clear and compact representation of the human activity evolv­
ing on the video and with the aim to achieve environment planning and resource 
optimisation, we have divided all related information to objects and events de­
tected on the video into three different semantic tables: mobile objects table, 
events table and contextual objects table. Some structured knowledge repre­
sentation had been introduced before [4] and [5], but in this contribution we 
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Fig. 5. Event detection in the "Termini" station of the Roma underground 

propose a semantic representation which takes also into account interactions 
between tracked objects in the video and their environment. 

Each column in table 7, presented below, contains the fields that we have in­
cluded for each semantic table. Apart for reordering the information in agreement 
with our semantic representation, there are a series of new fields we calculate in 
order to extract new information. With the mobile objects table we are looking 
to characterize the underground users. Off-line we calculate the shape, significant 
event and trajectory type of mobile objects. The first field allows us to estimate 
the number of people in a group or a crowd. The second and third fields gives 
us behavioral information: what is the most frequent event and what trajectory 
do people usually take. To describe this last field, we implemented at this point 
of the processing a hierarchical clustering algorithm [6] to group similar trajec­
tories after a given observation time. The dendrogram, resulting after applying 
the algorithm, is unique but the final number of clusters in which the data set 
is to be divided is subjective. In our case, the end-user can interactively choose 
the final number of clusters. 

With the events table, we want to deduce what are the events that normally 
occur in the underground stations. Both, the mobile objects table and the Events 
table allows us to generate the contextual objects table, which is a major source 
of information to the underground manager for safety and resource monitoring 
and action planning. We have developed a graphical off-line analysis tool where 
the end users connect to the on-line database as shown in Figure 1 and select a 
period of recording time, which they want to monitor. Figure 7 shows from this 
graphical interface the information related to the contextual object VendingMa-
chine2 (From the scene observed in Figure 2). The recording started at 7:09 and 
lasted 45 min (not shown). In this period 43 persons and 18 groups came to the 
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Mobile Objects Table Events Table Contextual Objects Table 
-id. The identifier label for 
the object. 

- type. The cla33 the object 
belongs t o : Person^ Group, 
Crowd or Luggage. 
- start. Time the object i s 
f i r s t seen. 
- end. Time the object i s l aa t 
aeen. 
- shape. The label describing 
the ob jec t ' s shape depending 
on the ob jec t ' s r a t i o 
he ight /width. 
- involvedeventsid. AII 
occurring Events re la ted to 
the iden t i f i ed object . 

- significantevent. The most 
s ign i f i can t event among a l l 
events . This i s calculated as 
the most frequent event 
r e l a t ed t o the mobile object . 
- trajectOiytype. The t r a j e c ­
tory pa t te rn character is ing 
the object . 

-id. The i d e n t i f i e r label for 
the detected Event. 
- type. The c lass where the 
Event belongs to (^clo3e_to'j 
^atays_at ' , ...) 
- start. F i r s t moment on which 
the Event i s detected, 
-end. Last moment on which 
the Event i s seen. 
- involvedmobileobjectid. 
The identifier label of the 
object involved in that 
event. 

- involvedctxobjectid. The 
name of the contextual object 
involved in that event. 

- id. The iden t i f i e r lal>el 

- type. The c lass of the object 

- significantevent. The moat 
s igni f icant event among a l l 
events but re fe r r ing to 
contextual objects . 
- start; - end. refer t o the 
f i r s t and l a s t ins tan t the 
mobile object i n t e r a c t s with 
the contextual object 

- involvedeventsid. AII 
occurring Events related to 
the identified contextual 
obj ect. 

- rareevent. This is the 
r a r e s t event. 

- eventhistogram. Gives the 
frequency of occurrence of a l l 
involved eventa. 
- involvedmobileobjectsid. 
All detected mobile objects 
interacting with the 
contextual object of interest. 

- histogrammobileobjects. 
Gives the frequency of 
appearance for all involved 
mobile objects. 

-use duration. Percentage of 
occupancy {or use of a 
contextual object). For 
instance, the Ticket Machine 
haa a 10% of uae over the 
obaervation time. 
- n i e a n t i m e o f u s e . Average 
time of in te rac t ions between 
the mobile object and the 
contextual object . 

Fig. 6. Tags included in the three different generated semantic tables 

Vending machine. Among all related events (shown in the Events Histogram), 
"group stays at VendingMachine2" was the most rare Event meaning tha t users 
do not tend to spend long periods of time while buying a ticket during rush 
hours. The two last fields give the percentage of use and the mean time of use 
for the contextual object. For the VendingMachine2, from the 45 min of obser­
vation, only 8.8% of the time was in use and the mean time a user spends on the 
machine is about 23 s. In the foreground of the figure, we have the evolution on 
the mean time of use and the percentage of use. Every five minutes and for the 
whole observation time these two parameters are calculated. As seen from these 
graphs, people tend to spend more t ime in the machine when their global use 
is relatively low (off-peak hours). The other VendingMachine also present in the 
hall indicates a similar users behavior. The mean time spent by a person on the 
machine was 30 s, and the machine was in use 7.75% of the observation time. 
The tracking results indicate tha t the number of persons and group of persons 
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Fig. 7. Statistics calculated for the contextual object VendingMachine2 

that came to this machine was of 30 and 10 respectively being also the most rare 
event associated to this machine 'group stays at VendingMachinel'. 

All this information allows the underground manager to optimize the use 
of the stations. Three xml files are generated, one per each semantic table, 
and stored in the off-line database, either for further analysis or for subsequent 
queries. 

6 Conclusions 

In this paper, we have presented the methodology to manage and extract struc­
tured knowledge from large video recordings, which in this application corre­
spond to two different underground network of cameras. From the multi-user 
knowledge, we have defined a specific ontology that we use to detect primitive 
events, then from a longer time of analysis, but always on-line, we can deduce 
more complex or composite events. Overall we are able to detect 12 different 
kinds of events directly from the streams of video. Off-line, we can further ana­
lyze the metadata associated to the detected objects and events of interest. Even 
if some vision errors still remain, pertinent statistics can be computed. In par­
ticular, we have analyzed the interaction between people and contextual objects. 
Among others, we are able to inform on the number of people on the scene, the 
percentage of use of the different contextual objects and the time a user spends 
with them. This is a major source of information for the underground manager 
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as he can bet ter monitor and plan the resources. All raw da ta and metada ta are 
stored in separate databases for bet ter management and we have implemented 
an exchange format based on xml, which also support queries with web service 
technologies. In the future we plan to extend the ontology to increase the num­
ber of types of events we can detect and we will also look to refine the off"-line 
analysis such as subcategories in the undertaken trajectories to give more de­
tailed information to the end-user for bet ter environmental planning. We also 
plan to develop more advanced tools to bet ter explore the knowledge database 
using data-mining techniques such as relational analysis. 
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A b s t r a c t . Integrated Ambient Systems provides multiple research op­
portunities for individuals to apply their expertise in various contexts 
through a Cross Domain Collaborative Information Environment (CD-
CIE). In the current context they become more pervasive in a variety of 
domains, especially online monitoring systems in healthcare where they 
allow better quality care and reduced overall cost. As standards become 
available and interoperability speeds up diffusion of biomedical sensor 
networks, IAS will involve thousands of entities potentially distributed all 
over the world. Their locations and behaviors may greatly vary through 
the lifetime of the system and require real-time management. We argue 
that these constraints need to be handled by an efficient middleware. In 
this paper, we consider inter-process communication requirements as a 
basic block to construct large scale IAS. We propose a possible real-time 
event notification model to perform the loosely coupled interactions re­
quired in such large-scale settings. We provide an XMPP based event 
notification solution with detailed model and working proof. 
Key wordsiUbiquitous Systems, Ambient Intelligence Ami, u-health, 
mobile computing, Body Sensor Networks, Real-time Internet, Event No­
tification Middleware, XMPP. 

1 Introduction 

Communicating devices are increasingly portable and miniaturized, offering users 
more mobility and richer services. In this context, ambient intelligence (Ami) 
provides a new vision of the information society where the emphasis is on user-
friendliness, efficient and distributed services support, user-empowerment, and 
support for human interactions. The synergetic relationship of body sensor net­
works with Ami has paved the way for Integrated Ambient Systems (IAS), which 
find applications ranging from military to sports. 

The wide variety of scenarios and constraints make difficult the implementa­
tion of IAS in real world for large numbers of users. This requires the development 
of a dedicated and flexible communication infrastructure based on an adequate 

http://cedric.cnam.fr
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interaction scheme. The event notification middleware is receiving increasing at­
tention and is claimed to provide the loosely coupled interaction required in such 
large scale and real-time settings. 

This work proposes an extensible Messaging and Presence Protocol (XMPP) 
based event notification middleware for real-time and large scale Integrated Am­
bient Systems applied in the healthcare monitoring application domain. Health­
care, as an apphcation area for IAS (HCIAS) can be subdivided into three main 
categories: emergency, therapy and care. Although these categories are partly 
overlapping, and sometimes possess similar functionalities, they will all be used 
here as they provide a cross domain collaborative information environment for 
monitoring people's health status. This means that we give full emphasis in this 
study to the communication infrastructure. But, administration, management, 
logistics and support will not be addressed here, as they are specific to the health 
sector. The rest of this paper is structured as follows: section 2 resumes related 
works; Section 3 presents backgrounds of this work; Section 4 explains our pro­
posed XMPP based system architecture and Section 5 describes our prototype. 
Finally, section 6 concludes and presents perspectives of this work. 

2 Related Works 

Services focusing on personal well being have been developed with a primary 
focus on the social care domain and are reliant solely on body sensor networks 
for collecting physiological and contextual data. HCIAS has the potential to 
extend those choices and to move theses services further into the mobile and 
continuous medical care domain. 

Body sensor networks (BSN) provide a platform for collecting physiological 
and contextual information about the service end user. On the other hand, sensor 
data needs to be sent up to higher networks to get the complete picture; for 
analysis and feedback or alarm services. Pertaining to this data collection and 
processing needs, the following studies are representative of the state of the art: 

— CodeBlue [1] comprises a suite of protocols and services that let many types 
of devices (wireless sensors, location beacons, handheld computers, laptops, 
and so forth) coordinate their activities. CodeBlue is an "information plane", 
which lets these devices discover each other, report events and establish com­
munication channels. CodeBlue incorporates (i) a flexible naming scheme; (ii) 
a robust publish/subscribe routing framework; (iii) authentication and en­
cryption provisions. It also provides services for credential establishment and 
handoff, location tracking, and in-network flltering and aggregation. It does 
not focus on presence detection; although an ambient system should be able 
to detect the presence of users, and machines [2]. Communication is based on 
a particular protocol CodeBlue Query (CBQ) which limits interoperability. 

— Mobihealth [3] resulted in the development of an m-health service plat­
form including a generic Body Area Network (BAN) for tele-healthcare. 
Bio-signals measured by sensors connected to the BAN are transmitted 
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to a remote healthcare location over public wireless networks (e.g. GPRS, 
UMTS), where physicians can monitor, diagnose and provide advices to pa­
tients in real time. Mobihealth is based on Jini [4] which is a good technology 
with respect to device interoperability and network plug-and-play. It also 
contributes to network service discovery, especially for a dynamic network. 
However, Jini services are more efficient in small and medium-scale than 
large-scale applications services [5]. 

— The Awareness project [6] focuses on a service and network infrastructure 
enabling rapid and easy development of context-aware and pro-active ap­
plications in a secure and privacy-conscious manner. Particular attention is 
paid on mobile applications in the healthcare domain, specifically to tele-
treatment of patients with chronic pain and tele-monitoring of epileptic 
seizures and uncontrolled movements in spasticity. The project proposes a 
network infrastructure based on SIP/SIMPLE protocol which is an IETF 
standard. SIP/SIMPLE is poor in term of inter-domain scaling [7]. SIP/ 
SIMPLE does not support advanced messaging mechanisms [8] like Work-
fiow Forms, Multiple Recipients, Reliable Delivery, and Publish-Subscribe 
which are the bases concepts for large scale and real time distributed appli­
cations. 

— uMiddle [9] is a bridging framework for universal interoperability provid­
ing seamless device interaction over diverse platforms. It introduces four 
design patterns for interoperability frameworks and implements prototype 
at each chosen design point: Mediate, Aggregate, Fine-grain, and Infrastruc­
ture. Given the state of "standards", it maybe a useful starting point for 
interoperability, however it seems not clear in practice; how the mapping be­
tween device semantics and different protocols will be handled and how an 
unified abstraction of he QoS management over multiple different protocols 
will be provided. 

— In [10] the authors propose a mobile healthcare system architecture based 
on JADE (Java Agent DEvelopment Framework) framework for scalability. 
JADE is a framework fully implemented in the Java language. It simplifies 
the implementation of multi-agent systems through a middleware that com­
plies with the FIPA specifications [11]. But scalability in JADE platform 
depends on the number of agents which decreases performance in large scale 
contexts. Indeed, as proven in [12] JADE is characterized by a nearly linear 
scalability. 

— There are also many other industrial related works as IBM Personal Care 
Connect [13], Microsoft Research Integrated Systems [14], Intel Personal 
Health [15], Oracle and Toumaz Personal Health Monitoring System [16]. 

3 Backgrounds 

3.1 Event Notification Middleware: 

Ubiquitous systems are characterized by the heterogeneity of systems and de­
vices, as well as the "spontaneous" patterns of interconnection. An event-based 
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architectural style is particularly well suited for such distributed environments 
without central control [17]. At the core of an event notification middleware is an 
event processing engine. This engine is based on Publish-Subscribe pattern. Not 
only does the event processing engine provide decoupling between publishers and 
subscriber in space, time and synchronization, but it also filters out new events 
against subscriptions at the publisher's event broker, exploits overlapping sub­
scriptions, and employs multicast-like routing of events to subscribers. Filtering 
at the publisher's event broker is achieved in three different ways: (Topic-based 
[18] filtering, Content-Based [19] filtering and Type-based [20] filtering). 

3.2 XMPP: 

extensible Messaging and Presence Protocol [21] base specifications formalize 
the core protocols developed within the Jabber [22] open-source community in 
1999. They were produced by the lETF's XMPP Working Group and pubhshed 
as RFCs in October, 2004. 

Presence is a mechanism for communication and interaction. The classic ex­
ample is Instant Messaging (IM), which was the first aim of Jabber/XMPP. 
Because these IM services enabled us to see when our contact fist's members 
were online, they familiarized a whole generation of Internet users with the con­
cept of presence-based communication. 

The "publish-and-subscribe" model forms the core of the XMPP Event-Broker 
technology formally specified in XEP-0060 [24]. This Event-Broker enables fine 
grained access control over publishing and subscribing as well as a payload ag­
nostic routing model enabling publishers to syndicate any XML data format. 
It integrates a sophisticated content based filtering. Indeed, content matching 
is based on everything from simple keywords to structured data embedded in 
an XML message which allows us to call out text of particular importance and 
dynamically trigger real-time published information. 

4 Proposed Architecture 

The problem of designing scalable network architecture is of primary importance. 
Most research works in HCIAS proposed multi-tiers architecture based on BAN 
which consist of portable sensors, and a Personal Gateway. The Personal Gate­
way has two functions: the aggregation and the transmission of sensor data. Each 
BAN is interconnected to a Medical Center (MC), which is in charge of stor­
ing data locally for subsequent retrieval. The MC is established by combining 
medical information system and mobile monitoring services. 

We are opting for a client-server architecture as opposed to a peer-to-peer 
architecture [25] [26]. Client-server separation and transferring complexity to the 
server-side bring several benefits: 

» Keep the client as light as possible. 
» Clients not need to be modified if the inter-server was modified or updated. 
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» Personal information is maintained at the server level and we can access to 
this information with any client from any operating system. We don't need 
to synchronize data every time we use different clients. 

The use of an event notification pattern brings many advantages, such as 
scalability and loosely coupled entities. Additionally, Service Federation guar­
antees more spreading of resource usage and control between services [27] [28]. 
In a federated architecture, the server can be viewed as a federation of hetero­
geneous systems that provides a uniform interface to the outside world and at 
the same time preserves their local autonomy and stand-alone access. Both local 
autonomy and same time access are extremely important as the data collection 
is distributed and groups that are using the data are not always the groups that 
generate the data. 

Fig. 1. Federated client-server architecture 

XMPP uses a federated client-server architecture; each client connects to the 
server that controls its XMPP domain. This server is responsible for authentica­
tion, message delivery and maintaining presence information for all users within 
its domain. If a user needs to get information pertaining to a user outside of its 
own domain, its server contacts the external server that controls the "foreign" 
XMPP domain and retrieves information from that XMPP server. The foreign 
XMPP server takes care of delivering information about the intended user within 
its domain. This same server-to-server model applies to all cross-domain data 
exchanges, including presence information. 

The Service Oriented Architecture (SOA) has initially been introduced for 
supporting business processes built out of the composition of services implement­
ing complex business related applications. However, skins of SOA make it also 
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particularly suited for the dynamic composition of complex systems. SOA can be 
viewed as a network of services, which may implement our middleware related 
functionalities, and be available on any kind of node. In the case of HCIAS we 
have identified different basic middleware services: the Lookup service, the Event 
Communication service, the Information Routing service, the Context Awareness 
service and the Security and Privacy service (services related to bottom commu­
nication layers are out of the scope of this paper). 

4.1 Service Discovery 

The widespread deployment of inexpensive communications technology and com­
putational resources in the network infrastructure for HCIAS poses an interesting 
problem for end users: how can one locate a particular service or device out of 
hundreds of thousands of accessible "disappearing" services. To avoid the old 
static paradigm based on simple URL's scattered through configuration files, 
it is necessary to have a reliable discovery process by which applications can 
discover services, but current service discovery protocols are not by themselves 
sufficient to facilitate the spontaneous sharing of services [29]. 

XMPP networks provide a standardized [30] ability to discover information 
about entities on the network and their presence. This mechanism allows to 
querying information such as features offered or protocols supported by an en­
tity, the entity's type or identity, and additional entities that are associated with 
the original entity in some way. This is an invaluable advantage over existing 
protocols when it comes to negotiating sessions in communication spaces. In a 
distributed network architected around a clear separation between communica­
tion control logic and service control logic, this capability will allow to discover 
existing services and their "availability". 

4.2 Information Routing Framework 

As described above, our proposed architecture is based on a Publish/Subscribe 
routing framework in which BANs publish relevant physiological and contextual 
data to a specific channel while monitoring applications subscribe to channels of 
interest by expressing their information content filters. 

By definition, any extensible infrastructure, should be extensible, cope with 
evolution, and should provide means for adaptability. Although these require­
ments were the main reason for building middleware in the first place, they gain 
more importance in ubiquitous and ambient settings where the overall setting 
is highly dynamicity and bindings between clients and services are volatile and 
casual at most. 

Another issue is the inherent heterogeneity of the environment. The descrip­
tion of functionality should be independent from the actual technology found 
in a certain environment in order to separate the semantics of the functionality 
from the actual implementation and the technology applied. This provides the 
means for evolution and extensibility. 
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Based on XML, XMPP offers more extensibility and flexibility allowing bet­
ter collaboration capabilities. XML structured communication provides better 
interoperability means and wider compatibility. Indeed, XMPP is already com­
patible with many different protocols, and it has the ability to extend to future 
protocols as they become established. 

4.3 Context Awareness 

A context is any information used to characterize the situation of an entity. 
A system is context-aware if it uses a context to provide relevant information 
and/or services to the user, where relevancy depends on the user's task [31]. 
The major objective of a context aware middleware service for HCIAS are the 
seamless integration of heterogeneous context sources, an efficient mechanism 
for distribution handling, and the support of different HCIAS contexts ("Mobile 
context", "Home context" and "Hospital context"). This includes the support of 
environment-aware devices. In short, a context-aware service can range from 
"intelligent notification systems" that inform the user about events or data, to 
"smart spaces", i.e. places/environments that adapt to the users. 

The Naming scheme based on Virtual Identities and the distribution of pres­
ence information provided by XMPP is particularly suitable for the transport 
of messages in ubiquitous environments. Indeed, Virtual Identities make possi­
ble to build an overlay network allowing mobile terminals to carry on complex 
interactions while continuously changing network coordinates, with the only con­
straint being to be able to directly communicate with the home server (domain). 
Moreover, XML fiexibility can integrate richer information such as:Contact in­
formation. Session capabilities. Role, Availability and Priorities. 

4.4 Security and Privacy 

A very important aspect in handling medical data is its security and privacy. For 
HCIAS, data access and software exchange are achieved over insecure networks 
such as the public Internet. We are therefore forced to be proactive with regard 
to verifying the identity of both human users and software processes that request 
access to protected resources such as physiological data of a particular patient. 
User identification and medical records can not be disclosed indiscriminately. 
Also, different healthcare providers have different access rights to these records. 
Therefore, such applications must support authentication, authorization, feder­
ation, and privacy requirements. Not only are those requirements difficult and 
complex to implement but their definitions varying widely. In fact, security and 
privacy depends on the rules and policies specified by each service provider. 

Certainly, security is not a one-time task, but an ongoing process and we 
concur that information security is more than just encryption and cryptography. 
However, by integrating standards security protocols [32], XMPP presents a 
foundation for a security infrastructure. 
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Fig. 2. Middleware Layered Architecture 

5 Prototype 

The goal of the pilot study is to evaluate the medical value of HCIAS in general 
and to more assess our middleware solution. Figure 3 shows the IT (information 
technology) infrastructure used for this pilot study. It includes the following 
components: a BSN, a Personal Gateway, an XMPP Pub/Sub broker, a Rich 
Internet Apphcations (RIA) Server, a Data Warehouse, a Directory Tree and a 
Remote Monitoring Client. 

Fig. 3. Prototype Logical Architecture 

According to [33], Bluetooth currently represents the best option for a per­
sonal area network for medical applications. As shown in the Fig. 3, we used 
SensPod (our Bluetooth multi-sensor platform [34] for capturing location "GPS 
sensor", heart rate "HeartBit sensor" and movement "Accelerometer sensor"), and 
a NokiaTO mobile phone as a SymbianOS based Patient Gateway and a Samsung 
SGHi 300 mobile phone as a Windows Mobile based Patient Gateway. The sys­
tem supports three different user profiles. The main users are patients and their 
relatives. For this group it is important that the system was reliable and had a 
simple user interface so that it could be operated without any expert knowledge. 
The second user group are physicians who are responsible for regularly moni­
toring their patients' data to ensure its conformity with the expected course of 
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therapy. The final user group consist of administrator who supervise the system, 
analyze the user behavior from a technical point of view (e.g., to ensure that 
patients' data was uninterrupted), and generate from the collected data special 
reports that are sent to the hospital staff for medical analysis. 

The key behind our design of the real-time large scale inter-process communi­
cation model can be quickly summarized as follows: real-time capture of patient 
data (heart rate, 3D acceleration and geographical location) generated by special 
sensors platform in a reliable way, combine them with time-stamp information, 
to aggregate them on a portable communication device, and transfer them in a 
secure and reliable way to a medical server. The server had to store the data 
and offer different views of patient data for physicians, allowing them to analyze 
the therapy of their patients. 

We have tested the prototype in a real-world environment, however, the num­
ber of concurrent users was small, and so we can not say exactly what the per­
formance would be for a large scale deployment. But since the amount of data 
that is transported over XMPP has a relatively small footprint, we believe that 
this will not be an issue. This is, however, a point that needs to be more thor­
oughly investigated; our prototype implements only three monitoring services 
that are identical for each client. Another point is that our current middleware 
implementation need more investigation on high-availability and fault-tolerance 
mechanisms integration. 

6 Conclusion and Future Works 

The approach implemented here provides a versatile use of the extensible Mes­
saging and Presence Protocol to serve as a core protocol in an event notifica­
tion middleware platform for real-time and large scale health care integrated 
ambient systems. It does so by proposing a concrete infrastructure within a 
service-oriented architecture, while taking into account requirements in terms of 
scalability, interoperability, security and privacy. 

We have come to the conclusion that XMPP is well suited to the real-time 
and large scale health care integrated ambient systems. Even though it is a 
verbose protocol based on XML, it is not so verbose as to negatively affect a 
client's ability to participate in event notification services. Of course, when very 
large amounts of notifications are sent to a client, it is possible that the client 
can not cope with the data fiow. This is, however, not strictly XMPP related. 
The same thing could happen using any other protocol. 

Interesting future works lies in analyzing the possibilities of the OSGi frame­
work and other existing dynamic software components container to reduce the 
complexity of our current Personal Gateway implementations. This complex­
ity mainly consists of the large amount code elements coupling. Without such 
proper tools for code and service reuse, we have been obliged to duplicate many 
functionalities for every smart client. 
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A b s t r a c t . Independence, intelligence and interactiveness are making 
software agents strongly approach the development of advanced service 
applications for both, pocket and fixed computing devices. In this paper 
we present an interactions protocol that is used by intelligent agents op­
erating in a dynamic environment. In particular, we focus our research 
on the situation where a multi-agent system is serving lightweight de­
vices through advanced communication methods (e.g., Bluetooth). Like 
similar contributions, our interactions protocol provides agents with a 
monetary system and a mechanism for feedback calculation. The goal of 
our research was to accelerate efficient agents interactions while resolving 
end-user composite tasks. 

1 Introduction 

Lightweight devices such as cellular phones and PDAs are increasingly involved 
in most of our daily life duties. Nowadays, people can go anywhere carrying 
their pocket devices which allow them to check their emails, surf the internet 
and do shopping. Services are provided through user-friendly and well-developed 
interfaces, and almost costless in regard to the value of services users are getting. 
Currently, s tandard mobile services tha t never existed before are becoming a 
must (e.g., SMS and MMS), and advanced ones tha t newly existed are now 
highly desired (e.g.. Service Guides and Group Gaming). 

Several efforts in literature, for example [3], tackled the scenario where the 
cellular phone of a visiting scholar establishes a connection with a localized 
Multi-Agent System (MAS) and, a synchronization is made to finally come up 
with meetings agenda. Participants of such scenario are moving within a uni­
versity carrying their lightweight devices or, they have previously delegated an 
agent to act on their behalf. Automated system agents cooperate and negoti­
ate available times to create a suitable agenda for everybody. Accordingly, the 
visiting scholar and meeting requesters are forming together a Mobile Virtual 
Community [7] tha t is location-based. 

Another approached scenario is about tourists tha t tu rn to be MAS users 
after enabling the Bluetooth functionality of their pocket devices and, using a 
preinstailed application, their devices communicate with distributed servers and 

http://unitn.it
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retrieve useful information related to the places they are visiting (e.g., [1]). In dif­
ferent approaches, every single item available at a museum can be represented by 
its own software agent, and this agent can cooperate with others to fulfill certain 
complex user desires (e.g., relevant places opening times and transportations). 

Through lightweight devices, users in previous scenarios are performing a set 
of actions that are driven by application instructions to finally create a delegative 
agent. Eventually, this agent will be searching for methods to fulfill user desires 
and, a matchmaking process will take place; an agent that carries specific infor­
mation will look for another agent that is willing to give extra data so a task 
gets completed. Still, sometimes an agent will never find a single completer and 
thus, there are complex one-to-many scenarios where group of agents cooperate. 

Unless software agents learn to properly interact there will not be an extra 
capability for people to cooperate. A negotiation language that is applied among 
distributed agents is helping them to understand each other, discuss their de­
sires and finally achieve their objectives. Several of the negotiation protocols 
proposed by scholars are inspired from sociological, political and psychological 
studies about human negotiation in real-life situations such as auctions, peace 
agreements and biddings. 

We focus on multi-agent systems that deliver location-based services to users 
of lightweight devices through advanced communication capabilities. We con­
tribute to existing literature by presenting a negotiation algorithm we adopted 
in a rideshare application, which increased the interactivity level among involved 
agents. Although there are some restrictions given by users (e.g. time to achieve) 
and others given by involved technologies (e.g. Bluetooth data exchange rate), 
still the architecture we developed is reliable and increases system usability. 

The remainder of this paper is structured as follows. Next section emphasizes 
our research motivation. Section 3 looks at the building blocks of the proposed 
interactions protocol. Section 4 applies the presented negotiation algorithms to a 
testbed application. Section 5 highlights the related work. Section 6 demonstrates 
our future work and concludes the paper. 

2 Motivating Scenario 

In a MAS delivering service content to lightweight devices, a set of uncooperative 
agents that are self-interested and benefits maximizers are located. It is more 
often that this set contains two different types of agents, BUYER AGENT (BA) 
and SELLER AGENT (SA). Each of them holds information related to its role 
in the system and, a BA keeps data that helps SA increases his profit, and the 
data SA keeps helps BA to achieve the overall objectives of the system. If agents 
predefined behavior is strict and intelligent "usual case in MAS" this will lead 
both agents to - sometimes - reach a situation of disagreement. 

The fact of having two successfully matched agents and yet no useful results 
are gained is quite challenging. The existence of autonomous agents in MAS is 
necessary to increase system reliability and, interactivity between all application 
entities is still highly desired, but an unfruitful negotiation process among in-
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Fig. 1. Different devices use different communication methods to interact. 

volved software agents is what a complete application should avoid, and this is 
what we precisely try to address. 

In figure 1, we assume that three different users are interested in using the 
same multi-agents architecture to obtain a certain item or service. This service is 
limited to the demand and supply of a specific product among system users (e.g., 
available care seats in a carpooling system or used books in trade environment). 
These users are using their lightweight devices to communicate with the service 
architecture and, each is adjusted to the use its pocket application. Actors differ, 
one can be a service giver and the others are the requesters. If we move to the 
point where the number of acquisition requests is greater than the number of 
offered items, insufficient matches occur. 

Each of the involved lightweight devices is configured to utilize specific com­
munication method to access the service, a cellular phone or a notebook may 
exchange service requests using SMSs, The Web or a distributed Bluetooth or 
even Wi-Fi access points. If a user is offering a single item that more than a 
single requester is interested to have, the managing MAS will drive these three -
or more - users to a complex situation where the ownership of the offered item is 
not determined. In this case, the system hangs at the pre-agreement point where 
the service preferences are matching, items are available, but conflict is located 
and no actions are taken. 

An auction mechanism can be invoked to resolve any complex situation that 
may occur among several competing agents. This mechanism can be restricted to 
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different conditions, such as time and location constraints, and it can be wisely 
adapted to ensure ultimate benefits gaining for both, the supplier and demander 
agents. The invoked mechanism can also be heuristic by storing auctions results 
that involve same software agents - representing same users - more than a certain 
number of same scenario participation. 

3 The Auctioning Interactions Protocol 

In this section we present the negotiation scenario involving concerned agents 
to finally establish proper communication channels, achieve better results, and 
increase the level of efficient interactivity. 

Given a set of lightweight devices that are capable of communicating specific 
data with central MAS servers via distributed access points and, given that 
the overall architecture is providing end-users with a predefined location-based 
service. The lightweight devices here are used to clarify users preferences and 
consequently, a Mobile-to-Server Link Agent (MSLA) is created. This particular 
agent carries specific user desires details and, it is capable of transferring from a 
lightweight device through the nearest access point to reach server side. When 
the MSLA arrives to one of the central service servers, its carried desires are 
forming an autonomous software agent that reflects certain user characteristics. 
This MSLA is basically a configuration file that is produced by each lightweight 
device participating in a certain trade scenario. 

Eventually, the arrival of a new agent to the server side requires the running 
MAS to verify whether this agent is new and to be bootstrapped or, it already 
exists and it meant to update the behavior of a running agent. 

A group of delegative autonomous agents that are seeking to achieve different 
tasks in different times is located at the server side of the architecture. When 
some of the tasks to be achieved are complex and require high level coordination, 
a negotiation scenario that requires a single agent to deal with several service 
requests coming from different greedy agents is situated. However, in agent-to-
agent situations, the negotiation protocol applied is simple and eflftcient; it is 
the same as market demand and supply equality. When the supplier and the 
demander are matched, a mutual benefits exchange is achieved. This usually 
occurs because only one demander and one supplier are located within the service 
range of each other. Unsurprisingly, in agent-to-many it is more complex. 

In figure 2, Algorithm 1, we show the algorithm used by Seller Agent (SA) to 
invoke an auctioning situation that is expected to resolve a complex negotiation 
situation. From line 1 to line 3, both SA variables, best Value and numLoop, are 
initially set to ' 0 ' . In line 4, the seller agent requests the Buyer Agent (BA) 
to start the auction by sending the value of the best offer previously obtained 
during the pre-offer session. From line 5 to line 7, the SA waits to receive new 
offers from all involved BAs, and a val is created as a function to calculate the 
currently obtained best-offer-value. From line 8 to line 10, if the algorithm had 
its first round and a val is gained, the bestvalue in line 1 is now updated with 
the value of val and the number of loops numLoop is gradually incremented. 
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Fig. 2. The negotiation protocol assisting agents to establish proper communications. 

Otherwise, since it is not the first loop, from line 11 down to line 19, the 
SA checks whether the val function is increasing with respect to last obtained 
best value. At this point, two scenarios may occur, if val is greater, the value 
obtained from the concerned BA is communicated with other BAs and, they are 
asked to Re-offer if applicable, then the algorithm is restarted - line 14 and line 
15. If the val is less or equal to the best value previously obtained, the auction 
is suspended and the BA currently had the bestValue wins - line 17 to line 19. 
Finally, the algorithm is terminated and the auction scenario is ended - line 20 
and 21. Following to that, we explain the BA responses with respect to SA. 

In the same figure but Algorithm 2, from line 1 and line 2, a variable 
BABestOffer that carries the buyer agent best offer value is created and set 
to ' 0 ' . A variable sent is initially set to f a l se and it changes to t rue only 
after a BA has communicated his offer. From line 3 to line 6, while the auction 
is open, BA holds its offer transfer until a communication was received from the 
Seller Agent (SA) asking for an auction participation decision. The BA puts the 
results from the evaluation function into the decis ion variable. 

From line 7 to line 9, if the BA accepts the SA call for auction participation a 
self-revision for its parameters is made. This revision indicates BA's insistence to 
obtain the auctioned item and its intentions to show extra negotiation flexibility. 
The part from line 10 down to line 13 refers to the comparison made by the BA 
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to put together the newly obtained value and the existing one. If the new value 
obtained is greater than the previous one and, greater than the bestOf f er, the 
future offered value BABestOff er is set to new one and stored in newVal and 
the offer is sent to the corresponding SA. 

Line 14 to line 16, after the BA self-revision, if the value gained is the 
same as the previous one, this specific BA do not send the previous value if 
modif icat ionArePossible is true. The BA continues to review the carried pa­
rameters until modif icat ionArePossible becomes false or it communicates new 
better offer. If modif icat ionArePossible stays on f a l se and parameters are 
not sent, the BA communicates same previous offer. 

From line 17 to 19, if BA refuses the auction call the algorithm terminates 
and the auction involves this particular agent ends. Eventually, the algorithm 
passes on the first condition if decis ion == accept but the condition of the 
successive while modif icationArePossible&&! sent return fa l se . The method 
decidelf AcceptOrRefuse return refuse if for instance, a BA has enough time 
before the auction deadline and it decides to refuse present participation. Finally, 
the algorithm is terminated - line 20 and 21. 

Auctioning among agents requires high level agent-to-user interactivity and 
network resources consumption. Therefore, agents' intelligence may appear when 
a repetitive scenario occurs. The algorithms presented can be further adapted 
to maintain system and participants history. 

Once the pocket-device application is configured to repeat the same service 
request on daily or weekly basis, and similar agreements are achieved between a 
specific supplier and a demander at a certain price, the next time this demander 
agent will be first looking-up the very exact supplier agent that has potential 
agreement than others. This can be simply added through a learning agent be­
havior that maintains an array that saves last successful agreement details. 

4 A Case Study 

ToothAgent [2] is an example of a Multi-agent system (MAS) that allows uni­
versity frequenters to use any of their computing devices to exchange used 
books requests and offers. Once an agreement is reached, the system helps stu­
dents to agree on meeting places and times. This is all done through normal 
Bluetooth communications that take place between both, user and distributed 
servers. Agent-oriented programming techniques are used to form a Mobile Vir­
tual Community [7]. This helps the system, including its Intelligent, Mobile and 
Autonomous agents to go through the matchmaking and exchange of requests 
processes and, support the price negotiation phase. 

Andiamo [11], is an example of a MAS implementation that provides its users 
with a possibility to utilize their lightweight devices to offer/look-up shared car 
rides. To understand the Rideshare service or Carpooling as stated in literature; 
it is a method to reduce the use of cars in a specific town or area, and it take place 
by having a car owner who uses his/her car to move from a place to another, 
and another person who is interested to go somewhere along the car owner's way 
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Fig. 3. Auction call and termination in a Rideshare MAS service architecture 

to destination, and at the same time the ride seeker is willing to share the ride 
cost with the car owner. This system would, among other advantages, rationalize 
energy consumption, save money, and decrease traffic jams and human stress, 
and eventually make a significant improvement in human life. 

In this section, we further elaborate on the mechanism we proposed through 
the demonstration of a pocket-device rideshare service architecture we developed. 
In our example, we primarily assume that a car ride giver (Seller Agent) - SA 
Star ted - has communicated and submitted the offer details to the Multi-Agent 
System, this MAS is managing the exchange of service requests among connected 
computing devices, and we assume that only one available car seat is given by 
the car owner, and a matching phase has resulted three or more interested ride 
seekers that are all willing to share the given ride cost. 

As shown in figure 3, from this point on SA Ready, which is the agent acting 
on behalf of the ride-giver, will be responsible of resolving this complex situation 
by: 1) according to the parameters given by agents of the ride seekers, a calcu­
lation process is performed and each agent is assigned a value, 2) a comparison 
between the yielded values is made and sent to interested ride seekers, then a 
call for auction is made, 3) a request to all interested agents to send new offers is 
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communicated. Each agent acting on behalf of a ride seeker is free to choose to 
participate in the auction, but hence an agent has decided to skip an auction, the 
negotiation process involving both parties is ended - SA Ending - BA Ending. 

This was considered because end-users may put more rigid or loose behavior 
on the representing agent at anytime. But once a seeker agent has decided to 
go through the auction - BA Ready, a self-revision process for the carried pa­
rameters is made - BA Computation, and then a value calculation is made and 
compared to the previous one obtained, then results are communicated with the 
ride giver agent originally invoked the mechanism. The seeker agent keeps trying 
to compromise in accordance with interests so a new agreement is reached. 

Results reached after parameters modification - BA Ready to Respond - will 
indicate if a new auction winning potential is found. Depending on the value ob­
tained in earlier step, the same old parameters or new ones will be communicated 
back with the ride giver agent (SA) - BA with Increased Function Value or 
BA with Same Function Value. The ride giver agent re-evaluates the received 
parameters including those received from newly joined agents, if any. Then, an 
announcement is made for the only available car seat winner. Accordingly, the 
auction terminates and the entire negotiation process ends. The mechanism can 
be repetitive only if no agreement situation was found and the time to achieve 
the actual ride is yet far. 

Auction invocation and the exchange of messages among involved agents 
consume time and network resources. Therefore, the operating MAS can further 
store the auction initiator and winner to rapidly resolve future complications. 
This can only happen if the algorithms used were adapted to observe certain 
auction results that are identically repeated, so the system would automatically 
consider this winning ride seeker agent as high-potential future auctions winner, 
or one of the winners - if more available seats were given. 

5 Related Work 

Part of the research conducted in Distributed Artificial Intelligence (DAI) focuses 
on the coordination among objects located in distributed environments. Thus far, 
a research topic under DAI that is Distributed Problem Solving (DPS) proposes 
negotiation strategies that mostly seek the construction of what we call Dis­
tributed Objects Communication Language (DOCL). Among other advantages, 
negotiation languages are helping the establishment of cooperative environment 
that successfully achieve multipart tasks and deliver refined services. 

Scholars have also attempted to address the problem of enhancing multi-
agent coordination by refiecting real human negotiation skills inside a computing 
environment [4] ,[5] , [6]. These studies were mainly carried out because, 1) 
the need to construct a computing program that entirely acts on behalf of its 
operator has imposed the need to apply Agent-oriented concepts and theories. 
2) The need to construct a cooperative computing program that automatically 
interacts with other entities to achieve complex tasks has raised the need for a 
proper negotiation language. These two reasons are forming together the need to 
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design the negotiating agents that are able to meaningfully interact, talkatively 
negotiate and mutually maximize their benefits. 

In their book [9], J. S. Rosenschein and G. Zlotkin are doing what they call 
Social Engineering; they have dedicated part of their research on how designers of 
software agents would react to the development process of Multi-agent systems 
and, the use of certain design steps regarding the accomplishment of suitable 
negotiation protocol, which in return will lead to appropriate interactions among 
several MASs. They emphasized the urgent need to look at agents as the new 
era of human surrogates, and this is because of the nowadays speed taken to 
approach full system and machines delegation. 

In Game Theory [12], a clear approach was taken to study the rational be­
havior among self-interested agents. Different software designers are working on 
the development of several software agents; these development processes will 
only produce an agent that is reflecting designer's personal behavior. Although 
the agents produced are self-interested and autonomous, they are going to inter­
act with diflFerent agents that are designed differently and contain different level 
of autonomous performance and complexity. An agent that is rationally driven 
within a system entities will make goals and procedures to achieve them clear for 
all system actors, but it will apply an atmosphere of flrmness and inflexibility in 
formed interactions. This earlier discussion has raised the confrontation of two 
important design aspects, would it be more appropriate to design an agent that 
is deterministic or an agent that is flexible? 

When Distributed Artiflcial Intelligence (DAI) started to have its own struc­
ture as independent research area, Reid G. Smith has contributed significantly 
to this structure formation by having his PhD thesis defense, in 1978, discussing 
a new perspective in achieving proper negotiation and interactivity among mul­
tiple automated network-nodes. Later to that, an important contribution was 
added to literature regarding the same topic, which is Contract Net [10]. When 
applied to multi-agent systems, the Contract Net protocol assumes that each 
node in the network is an agent that is seeking another completer-agent that 
may, together, form a coalition to resolve a complex task. This coalition can 
yield some results that can not be achieved if each agent is operating separately. 

When the exact rare resources are to be used by several agents, an Auc­
tion [8] is formed between these agents so that system resources are utilized at 
the highest possible value, and certain negotiation language that perfectly ap­
plies in this situation is used. Due to issues related to equality, ordering and 
planning, Auctions have gained a wide range of applications in multi-agent sys­
tems. Four major auction types that are widely recognized: 1) English, 2) Dutch 
3) First-Price Sealed-bid, 4) Vickrey's Mechanism or Second-price Sealed-bid. 
These auctions are reflecting real human behavior in different auction styles and 
similarly apply it to agents. 
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6 Conclusions and Future Work 

Negotiation protocols used among agents tha t are serving computer based ap­
plications differs from those used for computing pocket devices. We are rapidly 
approaching the era of lightweight device services, and as a result a great fo­
cus and immediate redirection is realized towards the achievement of cooper­
ative agents in mobile-based service architectures. In this paper we explained 
the motivation behind our interests to find an appropriate agents ' negotiation 
protocol tha t serves pocket-oriented applications. We demonstrated the research 
conducted in reaching cooperative MAS architectures, and the negotiation pro­
tocols previously proposed by scholars tha t mostly targeted fixed computing 
devices environments. We proposed our negotiation protocol, and we applied it 
on Rideshare service architecture. 

Our future research will focus on increasing the usability of agent-based 
pocket service application, and accelerating the efficient delivery process of any 
mobile service content. We will work on integrating the newly proposed negoti­
ation protocols to architectures tha t support lightweight devices. Eventually, we 
will simulate agents behavior in achieving complex tasks while applying different 
adaptive negotiation mechanism. This will help us observe differences in applica­
tion performance and refine the proposed protocols. We also intend to study the 
possibility to make developers of pocket software agents able to a standardized 
but customizable negotiation protocol. 
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A b s t r a c t . In this work, we introduce a software engineering method for 
Ami applications which is based on a model driven strategy. This method 
allows us to describe an Ami application a high level of abstraction by 
means of a set of models and then automatically obtain code from these 
models by following an automatic code generation strategy. To do this, 
a method proposed by authors in previous works is extended to support 
Ami applications properties. The introduced extensions are: (1) a set of 
models that allow us to represent the context information at conceptual 
level and (2) a strategy to allow the system infer knowledge in execution 
time to anticipate user actions and to adapt the system according to the 
context data. This method allows us to provide the development of Ami 
system with the benefits of using a software engineering method. 

1 Introduction 

Ambient Intelligence (Ami) is a new computing paradigm which tries to make 
reality the vision of Weiser [14]. Ami systems consist of mechanics, electronics, 
and software where the system intelligence is realized by software. Ami systems 
are in constant evolution of hardware and software which force these software 
products (Ami applications) to be highly evolvable and adaptable to different 
implementation technologies. The use of engineering methods is crucial to prop­
erly developing this type of software. However, current efforts in Ami are mainly 
focused on aspects such as the development of new implementation technologies, 
communication protocols or AI algorithms. Ami applications are usually devel­
oped by ad-hoc solutions, which make their maintenance and further adaptat ion 
or evolution difficult. 

In this work, we introduce a software engineering development method for 
Ami applications which is based on a model-driven strategy [12]. Our main ob­
jective is to provide mechanisms tha t allow the developers to represent an Ami 
application in an abstract way (in a model) and then automatically generate 
(by a generation tool) the corresponding code. This method provides the de­
velopment of Ami applications with benefits tha t are historically well known 

* This work has been developed with the support of MEC under the project DESTINO 
TIN2004-03534 and cofinanced by FEDER. 
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in the software engineering community: high productivity, high quality, quick 
adaptability, easy maintenance. 

In order to obtain all these benefits, we extend the method for pervasive 
systems that is presented in [10]. This method provides us with: (1) PervML, a 
domain-specific modelling language for pervasive systems and (2) a code gener­
ation strategy based on the Software Factories (SF) [7] and Model Driven Ar­
chitecture (MDA) [12] philosophies which obtain Java code based on an OSGi 
Framework [10]. To support the characteristics of an Ami application, we extend 
this method with: 

— A set of models that allow us to represent the context information at con­
ceptual level. By context information we mean information such as location 
information, user profiles, privacy and security policies, etc. 

— A strategy that allows the system to infer knowledge from the context in 
run time. This allows the system to learn from people's behaviour to adapt 
itself to better support this behaviour (for instance, by anticipating the user 
actions). We support this inference with an OWL-based ontology (which 
represents concepts such as user, action, location, service, etc) and a set of 
rules that analyses the descriptions defined by means of ontology concepts. 

The rest of paper is organized as follows: Section 2 presents the develop­
ment process proposed by our MDD method for Ami applications. Section 3 
analyzes the concept of context information and gives an overview of PervML 
(the modelling language for pervasive systems). Section 4 introduces three new 
models which allow PervML to properly capture context information. Section 
5 introduces the proposed strategy to infer knowledge from the user actions in 
run time. Section 6 introduces the related work about modelling methods and 
reasoning systems in the context of Ami. Finally, conclusions and further work 
are commented on in Section 7. 

2 The Method for Ami Systems in a Nutshell 

In [10] a method for the development of a software factory for building the core of 
Ami systems is proposed. This method applies the guidelines defined by: Model 
Driven Architecture (MDA), which is supported by the Object Management 
Group (OMG); and Software Factories, that is supported by Microsoft. Following 
these guidelines, the method provides (1) a modelling language (PervML) for 
specifying pervasive systems using conceptual primitives suitable for this domain, 
(2) an implementation framework that provides a common architecture for all 
the systems that are developed using the method, and (3) a transformation 
engine that translates PervML specifications into Java code. 

In order to increase the expressiveness of the generated systems and to be 
able to develop context-awareness systems for Ami ecosystems, we have extended 
both PervML and the implementation strategy. 

As Figure 1 shows, on the one hand, a set of models has been added to Per­
vML that allows us to properly represent the context information (contribution 
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1). Therefore, the transformation engine that translates the PervML specifica­
tions into Java code of the context-awareness system for Ami can be applied. 
On the other hand, we have developed the PervML ontology, and have proposed 
a strategy to allow the system to infer knowledge from the context using the 
PervML ontology, in order to adapt the system to the needs of users (contribu­
tion 2). This strategy consists of automatically transforming the PervML models 
in OWL specification according to PervML ontology. The Java code keeps this 
OWL specification updated according to run time information. Finally, an OWL 
reasoner, which is integrated with pervasive system, is used to infer knowledge 
about system data in order to adapt the system accordingly. 

Fig. 1. Proposed method 

3 Context Information and PervML 

In this section we introduce both the concept of context and a brief overview 
of the main characteristics of the PervML models. Furthermore, we identify 
the context information that can be captured in these models and the context 
information that is not supported. 

3.1 The Concept of Context 

In this paper we consider that context is the state in which the system is, the 
relevant information that allows the system to react accordingly, making the sys­
tem more productive and efficient. In order to identify this information, we have 
based on SOUPA ontology [6]. SOUPA is the most influential published ontology 
model for supporting knowledge sharing, context reasoning and interoperability 
in pervasive computing systems. It is frequently cited as a good example of 
pervasive computing ontologies too. Therefore, according to this ontology, the 
context information is made up of: 1) information about system users: name. 
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age, address, native language, etc.; 2) user preferences or attitudes, such as be­
liefs, desires or intentions; 3) space information; 4) services available to the user; 
5) privacy and security policies that indicate what operations each user can exe­
cute; 6) temporal information: date and time, holiday, working day, etc.; 7) user 
mobility; 8) user actions: what the user is doing at present moment and what 
the user has done in the past. The actions performed in the past are necessary 
to predict the next action or to memorize and to reproduce scenes (repetitive 
sequences of actions within a certain time interval) at the opportune moment. 

3.2 PervML 

PervML [11] is a language designed to provide pervasive system developers with 
a set of conceptual primitives that allow them to describe the pervasive system 
independently of the technology. PervML promotes the separation of roles where 
developers can be categorized as system analysts and system architects. 

On the one hand, systems analysts capture system requirements and describe 
the pervasive system at a high level of abstraction by using the service metaphor 
as the main conceptual primitive. The analysts construct three graphical models 
(the Services Model, the Structural Model and the Interaction Model), which 
constitute what we called the Analyst View. In these models, the analyst de­
scribes (1) the types of services that the system must support (by describing 
its interfaces, the relations among services and a state transition diagram which 
depicts the behaviour of each type of service); (2) the components that provide 
the identified services; and (3) how these components interact to each other. 

On the other hand. System architects specify which devices and/or existing 
software systems support the system services. We refer to these elements (devices 
and software systems), as binding providers because they bind the pervasive 
system with its physical or logical environment. Therefore, the system architect 
constructs three other models (the Binding Providers Model, the Component 
Structural Specification, and the Components Functional Specification), which 
constitute the Architect View. In these models the system architect describes 
(1) the types of binding providers (by describing its interface), (2) the binding 
providers that are used in each component, and (3) the actions that must be 
carried out when each operation of each component is invoked. 

Context in PervML From the point of view of context information, PervML 
only provides support for specifying the available services and the locations of 
these services, although it does not allow relate the different locations. Thus, 
context information is not properly considered by PervML. 

According to the concept of context introduced in Section 3.1, we can identify 
two type of context information: (1) Those that is available when the system is 
being developed (when we are creating the PervML models) such as information 
about users, the user preferences, locations where the system is going to be 
deployed, privacy and security policies, etc.; and (2) those that is available in 
run time such as temporal information, user mobility and actions that users 
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perform. To properly model context: (1) PervML must allow us to specify all 
context information available in modelling time and (2) the code generated from 
this specification must provide support to handle run time information. Next, 
we explain the extensions introduced to support this requirements. 

4 Including Context-Awareness in PervML 

This section explains how context information is introduced in PervML. Accord­
ing to SOUPA, the concepts of users, policies and space information must be 
added to the system specification, which will be specified by the system analyst. 
In the next subsections we present the User Profile Model to specify policies, the 
User Model to describe the system users, and the Location Model to describe 
the spacial information. 

4.1 The User Profile Model 

This model has been introduced to specify behaviour and privacy policies. It 
allows the system analyst to create a policy that can be applied to a user or a 
set of users. 

With this model, the system analyst specifiest the types of user (profiles), in­
dicating the service operations that are available for each one. Analyst associates 
a list of operations to each profile, which can be done in different ways: 1) by 
adding a service type so that every operation of every component that provide 
that service will be allowed; 2) by adding a component so that every operation 
of that component will be allowed; 3) by adding a service operation to allow this 
service operation to be permitted in every component that provide this service; 
or 4) by adding a component operation to be permitted this operation of this 
component is allowed. 

Inheritance relations can also be established in this model to define capacities 
of a profile taking as a basis the capacities of a previously defined profile. We can 
do it in two ways: 1) By adding new capacities to the parent ones (the additional 
capacities are marked with "+"). 2) By removing capacities of the parent type 
of user (where the excluded capacities are marked with "-"). For instance, in the 
example of Figure 2 the type father can execute operations related to the services 
Lighting, GradualLighting and BlindManagement. The type child can execute the 
same operation except the operations of the BlindManagement service. 

This model provides support for the privacy, the security and the views of 
the system, since users can see and execute only system actions that they are 
authorized to use. 

4.2 The User Model 

The User Model has been introduced to specify user information. It contains per­
sonal data (name, surname, sex, marital status, etc.), contact information 
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Fig. 2. User profile model 

(email, mobile, telephone, direction, etc.) and social relations (information re­
lated to people that user knows). The analyst must indicate the pohcy that is 
associated to the user, which has been previously specified in the User Profile 
Model 

4.3 The Location Model 

The Location Model describes the different areas where the user can move or 
where services can be located. It is specified by means of an UML package 
diagram. Each package represents a certain area, and the hierarchy between 
packages symbolizes the space hierarchy between the areas. Also, two types of 
associations can exist between the areas: adjacency and mobility (or accessibil­
ity). Adjacency means that the zones are one next to the other, whereas mobility 
is the possibility to go from one area to another. Adjacency is represented by 
a line between two areas. Since mobility implies adjacency, it is represented by 
adding arrows to the line between two areas. 

Fig. 3. Location Model of Floorl 
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Figure 3 shows an example of the Location Model. It models the locations 
of the first fioor of a house that has four areas: Hall, LivingRoom, Kitchen, 
and Garden. The figure shows that, for instance. Hall and Garden are adjacent 
but a user can not go from one to another, however. Hall and LivingRoom are 
adjacent and user can go from one to another too. This model allows us to infer 
information such as transitive relations (for example, if the Kitchen is on Floorl 
and Floorl is in Housel, we know that Kitchen is in Housel). In the component 
structural model, each component is related to its physical location. 

5 Extract ing Knowledge from Ami Systems in Run Time 

In this section, we introduce a strategy to extract knowledge from the pervasive 
system in run time. This strategy allows the system to infer knowledge from the 
context data in order to anticipate user actions and adapt the system according 
to the context data. To do this, all the information about the system is stored 
according to the PervML ontology in OWL. 

5.1 PervML Ontology 

The PervML ontology is detailed in this section through the description of the 
most important concepts, their properties and the relations among these con­
cepts. We graphically show these concepts in Figure 4 by using the approach 
presented by Al-Muhammed et al [3]. According to this approach, two kinds of 
concepts can be defined: lexical concepts (enclosed in dashed rectangles), which 
represent the properties of each class; and nonlexical concepts (enclosed in solid 
rectangles), which represent the ontology classes. Figure 4 also shows a set of 
relationships among concepts, which are represented by connecting lines. The 
arrow indicates a cardinality of one and the non-arrow represents a multiple car­
dinality. The small circle near the source or the target of a connection represents 
an optional relationship. 

For instance, the concept Service, which is the entity that provides a coherent 
set of functionality, is specified through its operations, its behaviour and its 
relations. As we can see in Figure 4, the properties that describe this primitive 
are: (1) Its name, which identifies it in the system. (2) The category to which the 
service belongs (illumination, multimedia). Figure 4 indicates that its helongsTo 
relationship is a many-to-one relationship. (3) The set of operations provided 
by a service. (4) A set of triggers which allows the specification the proactive 
behaviour of the services. (5) The vahd sequence of operations, which indicates 
the operations that can be invoked at a specific moment. (6) Its general service, 
if it exists. (7) And the set of services that the service aggregates, i.e., the set of 
services that the service needs to work. 

As far as the rest of PervML concepts, see [11] for detailed information. 
Additionally to PervML concepts, the PervML Ontology has a set of classes 
based on the concepts introduced by SOUPA to represent the context data. This 
set of classes includes Person, Policy, Location and Action. Person represents 
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Fig. 4. A partial view of PervML Ontology 

a set of the system users. Policy is a set of rules that is specified by a user 
to restrict or guide the execution of actions. Location represents the different 
environment areas. Lastly, Action constitutes the execution of an operation. Its 
properties are: the operation that is carried out; the moment in which the action 
has been executed; and the person who executes it. 

5.2 OWL Reasoning Strategy 

To reason about the system and to adapt it according to collected context data, 
we store all system data using the PervML ontology. This data includes both 
type of information identified in section 3.2. 

On the one hand, in order to store all the information available at modelling 
time in OWL we transform the PervML models in OWL automatically. To do 
this we base on the fact that the tool [4] which supports the creation of Per­
vML models is developed using the Eclipse Modelling Framework (EMF) plugin 
[1]. EMF is a modelling set of tools and code generation facilities for specify­
ing metamodels and managing model instances. The PervML ontology has been 
developed using the EMF Ontology Definition Metamodel (EODM) plugin [1]. 
EODM is built on top of EMF and conforms to the ODM (Ontology Definition 
Metamodel) standard of OMG. Furthermore, EODM allow us to relate concep­
tual elements defined in the PervML models to the corresponding concept in 
the PervML ontology. For instance, we can indicate that each service define in 
the Service Model correspond to an individual of the ontology concept service. 
This allow us to obtain an OWL specification where appear classes (derived from 
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the ontology concepts, e.g. Service) together with individuals (derived from the 
PervML models, e.g. Lighting). As commented above, the OWL specification is 
automatically obtained by means of an ATL transformation taking as input both 
the PervML models and the PervML ontology. The Atlas Transformation Lan­
guage (ATL) has been used since it can be integrated into the Eclipse framework 
and provides a model transformation engine. 

On the other hand, the run time information is extracted by the Ami sys­
tem from their interaction with users. When the context information changes 
the system creates the corresponding OWL description of this change by using 
the Ontology concepts. For instance, when users perform an action the system 
creates an OWL individual of the concept action (see Figure 4). This individual 
will be moreover related with other OWL individuals such as date, time, etc. 
(individuals from concepts related with the concept action see Figure 4). 

In this context, the OWL specification, which is continually extended in run 
time, can be used by any OWL-based reasoner or inference engine, such as 
RACER [2] (which is implemented in Java), that infers additional and indirectly 
observable context data. In this work, the reasoning about individuals is the 
most important since it deduces knowledge such as locations where a person can 
go or even to predict the following action of a user based on previously executed 
actions. The reasoner must be integrated into the Ami system and it can use 
rules that we can define by using, for instance, a declarative language like the 
one shown in the code above (Prolog). Using the next rule the system can infere 
where Peter can go from his current location. 

Mobility(SittingRoom, (Kitchen, Garden, Hall)) 
IsLocated(Peter, SittingRoom) 
Where_can_go (X, L) <- IsLocated(X,Y), Mobility (Y, L) 
Peter can go to Kitchen, Garden or Hall 

6 Related Work 

This section presents an overview of context modelling and reasoning systems 
that model context using ontologies. The architecture of the Context Manag­
ing Framework (CMF) presented by Korpipaa et al. [9] is comprised in four 
main functional entities: the context manager, the resource servers, the context 
recognition services, and the application. The ontology structure and vocabulary 
applied in CMF are described in RDF. CoBrA (Context Broker Architecture) 
[5] is an agent based architecture that supports context-aware computing in in­
telligent spaces. CoBrA has adopted an OWL-based ontology approach, and it 
offers a context inference engine that uses rule-based ontology reasoning. The 
SOCAM (Service-oriented Context-Aware Middleware) project introduced by 
Gu et al. [8] is another architecture for building context-aware mobile services. 
SOCAM divides a pervasive computing domain into several sub-domains and 
then define each sub-domain in OWL to reduce the complexity of context pro­
cessing. SOCAM has also implemented a context reasoning engine that reasons 
over the knowledge base. According to the study made in [13], ontologies are the 
most expressive models and best fulfil system requirements. But, none of these 
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works a t tempts to model context and reason about it by applying the MDA and 
SF guidelines. Besides, none of them set reasoning out from the point of view 
of OWL individuals in order to infer relevant da ta from pervasive systems and 
adapt this behaviour accordingly. 

7 Conclusions and Further Work 

In this work, we have presented a model driven method for Ami applications 
which automatically generate context-awareness Ami systems from models. We 
have extended the method for pervasive system proposed in [10] by introducing: 

— A set of models to properly represent the context information at conceptual 
level. These models describe information related to location aspects and 
behaviour policies, as well as to the system users. 

— A strategy to infer context knowledge in run time. This strategy is based on 
OWL-based ontology tha t represents concepts such as user, action, service, 
etc., and a set of rules tha t inferring knowledge from context data . 

As further work, we plan to 1) extend the expressiveness of PervML to support 
modelling beliefs, desires and intentions; 2) specify and implement the rules 
for automatically transforming the new Perv-ML models in Java code; 3) adapt 
automatically the system according to context da ta and 4) develop cases of study 
for context-aware systems for Ami environments. 
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A b s t r a c t . Today users are faced with a wide variety of access methods 
to computational resources. These methods may include the use of dif­
ferent devices. In this paper we present a a new type of devices, called 
eGo (ego: latin root expressing "me"), capable of providing a uniform, 
flexible and secure way to access such services. Furthermore, these de­
vices allows users to take ownership of services and other devices in a 
natural and transparent way: by touching them. 

1 Introduction 

In order to get access to various services, all of us are using personal devices which 
may come with different form factors. For each provider of service and according 
to the nature of such services, the right device has to provide specific features 
convenient to carry and communicate the credentials needed. For example a 
bus ticket is a service-device issued by a mass transit operator, a SIM card is 
another device carrying credentials coming from your Mobile Network Operator, 
a banknote is a vector for a government for monetary exchange and your key is 
a tool to open the door of your flat. 

In the first example mentioned, it is fair to observe tha t a bus ticket is not 
a secure device. It is cheap, portable, disposable, and the credentials are often 
limited to one tr ip. In the second case, the credentials are more important since 
they open the gate to access to multiple services (e.g. phone calls, SMS, Internet 
access,...). Tha t may translate into a financial commitment for the end-user. 
Consequently, the SIM card is portable, non disposable, secure and much more 
expensive than the bus ticket. The value of the banknote is limited by nature to 
the amount printed on it, but the protection of the banknote is sophisticated and 
complex enough and to prevent counterfeiting. The last example: the door key, 
is a device aiming at protecting your privacy, your safety and your valuables. 

Our whole environment uses multiple vectors of services, some as simple as 
a password to access a P C (conditional access), some more sophisticated like 
memory cards to carry, for example, the pictures we care for. 

Wha t are the different at t r ibutes we see in such devices? 

— Portable: obviously the services may be anywhere and we need to carry our 
credentials anywhere with us. 

— Connected: The vector of service must be able to communicate with a wider 
system tha t participates in the complete transaction. 
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- Secure: the credentials must be protected (i.e. available only to the person(s) 
they were initially intended for). They must also be impossible to clone. 

- Non repudiable: The vector of service may complete a transaction without 
any risk of repudiation of service from its original user. 

- Capable of data storage: The vector of service may need to carry large 
amounts of data (e.g. pictures, emails with attachments) which may be pri­
vate, public, protected, verifiable (i.e. your driver license). 

All of these features clearly remind us smart cards attributes... but with some 
important differences. 

2 Envisaged application scenarios 

The purpose of the Ambiance Intelligent project is to simplify all basic accesses 
to services in a natural and well organized manner, in order to just make it 
seamless. Therefore the concept of vector of services is clearly one key element 
of its foundation in order to carry the end-user's credentials to use those services. 

Each service is related to a service-provider managing its network and its 
users/ customers relationship. Having a unique portable device emulating mul­
tiple vectors of services sounds like an attractive idea but it clearly introduces 
several complex challenges, the main one being sharing a customer base between 
multiple service providers. The concept has been thought for a long time and is 
technically feasible thanks to multi-application smart cards. However the com­
plexity of the business model of such shared credential management solutions 
has long prevented its deployment. The missing concept until now to enable such 
a new route is the notion of "aggregator of services". 

The aggregator of services is definitively the most important component/ac­
tor of the Ambiance Intelligent project to federate multiple service providers. In 
other words, your services aggregator is your personal assistant to contact other 
parties to carry your credentials into your global vector of services. 

The business model behind the service aggregator concept is the concept 
of brokerage of services. The service aggregator is a broker able to negotiate 
massive discounts and facilities due to the large volume of transactions under 
his management. The negotiated services are retailed to the end-user who gets 
a discount compared to dealing with the prime service provider directly. 

On the one hand, the role of service aggregator can be played by any orga­
nization having a wide installed base of customers/users such as banks. Mobile 
network Operators, insurance agents, universities, governmental organizations. 
The model could be pyramidal in the way that we may have an aggregation of 
service aggregators. 

On the other hand, it is also possible that it is the end-user himself who 
may aggregate multiple service aggregators and may administrate the service 
providers. 
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2.1 Example use cases 

Let's move from the conceptual approach and go into practical use cases. 

— Alice enters in a movie theatre, takes a seat, enjoys the show and leaves the 
theatre. At no point in time Alice purchased a ticket or gave any money to 
any teller. 

— Bob arrives in the airport, looks for the parking lot for cars rental. Bob goes 
to the information billboard. A personal instantaneous welcome message 
provides him with all necessary information for him to find his car. Bob goes 
to the parking lot, opens the door, starts the engine and leaves the lot. At 
no point in time. Bob received a car key from anyone, nor was asked to fill 
in a form. 

— Because she forgot to take her own phone, Julie borrows a cell phone from an 
unknown person she meets in the street. Julie selects the phone number of 
her husband in the handset phonebook, calls him and sends him an e-mail. 
At no point in time, Julie has inserted a SIM card in the handset, nor entered 
any private information in the handset; the unknown person who accepted 
to let Julie temporary use his phone will not pay for Julie's calls or Julie's 
e-mails access. 

— Steven enters the subway network and leaves two train stations later. At no 
point in time Steven purchased a ticket , nor waved a contact less card to a 
entrance gate. 

— Xavier walks on the beach and thinks: "God, the sunset is so nice!". Xavier 
borrows a digital camera from someone passing by, takes nice pictures, gives 
back the camera to its owner and finally thanks him for his kindness. Later 
on Xavier switches on his personal computer, clicks on the eGo icon on the 
PC desktop and drags and drops the nice pictures he took on the beach. At 
no point in time, the pictures have been stored in the digital camera. The 
camera's owner and Xavier never exchanged any information. 

— Xavier selects some pictures on his PC photo album and drops these into 
the "favourite pictures" directory of his eGo. Later on, Xavier arrives in his 
office and touches the digital poster on his desk, instantaneously the first 
picture of the eGo favourite pictures directory appears. Oops! The picture is 
not the right one so Xavier touches several times the digital poster and each 
time a new picture appears. 

— Axel is three years old and today it is a great day for him because he is 
going with his mother to his favourite place: the shopping mall. Axel likes 
this shopping mall because there is a large toy store. While Brigitte, his 
mother, is busy with a teller. Axel disappears and rushes to the toy store on 
his own. Five minutes later Axel is lost and his mother and him are looking 
for each other. Brigitte goes to the information panel and quickly a map is 
indicating Axel's exact location and a window on the panel shows a video 
showing Axel close to the toy store. 

As you understand by now, the common point between all these use cases is 
that, in the most natural manner and without any specific user education nor 
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any specific devices, Services were made available and personalized to those 
individuals. Taking ownership of a Service means installing your credentials, for 
the duration of the usage of such a service. All in a safe, simple and portable 
way. This is where the eGo concept comes in. 

2.2 A new Service-oriented business model that fits the way we live 

The use-cases described above all illustrate situations where an opportunity of 
service was created by simply removing all the barriers, often driven by the 
requirement to use a pre-configured device, between the need and the user: "I 
forgot my cell phone today" so never mind, "I will call later, or not at all". Such 
barriers are often materialized by highly personalized objects that do perform 
the service for us in a unique and secure manner... except when we do not carry 
them with us at all time. 

The most obvious example to describe this model and the need for a new 
business model is the PC market: Until now, we have seen several products serv­
ing various needs we may have: Desktop PCs bring performance and comfort of 
use at home and in the office. Laptop PCs try to enable desktop-like performance 
on-the-go. Laptops PCs are more expensive and somehow limited performance-
wise compared to Desktop PCs. It would be easier if public-PCs where available 
at the corner of every street and every office with a way to rebuild our very-own 
"desktop". Nothing like Laptops would then be theoretically useful any longer 
(or a least far less needed). It is a fair assumption to assume that consumers will 
always come across situations where "they would have used a given service" if 
they had had (carried) with them the enabling-device to access such a service. 
By creating a footprint of "blank products" that are easy to temporary (and 
securely) personalize with the User's credentials, data and application profile, 
there is a potential to boost the usage or a given service by reducing the level of 
non-availability due to "logistics" reasons. 

Ultimately consumers should be able to travel, commute, hang around with 
their hands in their pockets and without the worries of performing a complete 
checklist before living their home or their office (did I take my cell phone?, my 
PC?, my credits cards?, my healthcare card?, my ID document?, etc..) Let's 
admit that with the quick rise of the Digital world of services, the chance to fail 
the checklist is converging to 100%. 

2.3 Everything I touch is (temporarily) mine! 

Let's take the business model of GSM phones. For a given Subscriber base, each 
subscriber gets a SIM card to materialize the service offered by his/her Operator. 
This Operator wants: 

— to keep the customer happy and retain him/her, 
— to offer more services (voice, data, entertainment) to deliver more value 

therefore obtain more revenue for each subscriber. 
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Whenever a Subscriber places a call from a land-line phone in his hotel room for 
example, or any other phone service, this is lost business for the Operator. 

The Operator can do two things to re-capture that lost revenue: 

— Explain to his customers that in all cases calling from your GSM phone is 
more valuable than with any other method. 

— Capture the business of this land-line phone in that hotel room and bring 
it back inside the framework of the GSM contract that binds him to his 
customers. 

By installing a network (with hotels, public spots) of "touch-and-use phones" 
that literally operate GSM-like service, the Operator can serve the needs of all 
his customers, even the one who failed their checklist and accidentally left their 
phones at home. 

This Touch-and-Use business model is a solution (and business booster) for 
three reasons: 

— It offers an "accident-free" coverage of service for already registered sub­
scribers that may have failed their checklist and accidentally forgot their 
credential-enabler devices. 

— It stimulates pre-paid models for service-trials for consumers who are not 
yet registered subscribers for a given service. 

— It competes against alternative services that may have a "context-given ad­
vantage" that is hard to compete (example: A land-line phone in an hotel 
room brings more comfort than GSM). 

3 The eGo concept 

The eGo device inherits most of the smart card features but the form factor 
(e.g. a watch, a ring, a belt, a shoe,...) is definitively different and two wireless 
communication means are provisioned: 

— Ultra short distance and low speed: al illustrated in Figure 1, the first com­
munication channel uses the human skin as a communication medium to 
carry an unidirectional small bundle of data from an eGo compliant device 
(e.g a gun, a door handle, a digital camera, a handset, a car,..) to the eGo 
device carried by the end user. The operating distance to perform this con-
tactless communication is much shorter than a millimetre and the data rate 
is as low as a single kbit/s. The communication channel required an ultra 
low power transceiver and is permanently activated. 

— Short distance and ultra/high speed: the second communication is bidirec­
tional and provides high data rate (ten to hundreds MBit/s) on a short 
distance (less than 3 m). The perfect candidate is the UWB but less power 
hungry interfaces such as Wibree or Bluetooth which could be convenient. 

The first communication channel is used to bootstrap the second one. The goal 
is to establish a virtual and private channel of communication over the second 



130 Alain Rhelimi 

channel of communication between the eGo device carried by the user and an 
eGo comphant device (e.g. an handset). The connection is estabhshed when the 
user touches (via her hand, a finger,...) explicitly the aforesaid eGo compliant 
device. What you touch is what you own; that could be the slogan to illustrate 
eGo. 

Fig. 1. Ultra short distance over-skin communication channel 

3.1 System functioning 

The eGo compliant device periodically sends a code able to be carried over the 
skin [1]. The code could be a pseudo random generator having a long sequence 
(e.g. 64 bits). The code is collected by the user's eGo (working in a permanent 
listening mode). Such a receiver is easy to design to expose ultra low power 
capability and most probably has no impact on a health level because no signal 
is injected in the user's body. The Over Skin Communication receiver wakes 
up the wireless transceiver (UWB, Bluetooth, Wibree, Wireless USB,...) which 
opens a Secure and Private channel (equivalent to a VPN) in using the received 
code as a session key. As soon as the code is consumed to estabhsh the VPN, 
the eGo compliant device generates a new code. 

Only two eGo devices connected via the skin of the user may establish a (RF) 
wireless VPN. This is another way to pair two RF capable devices in using a 
natural and explicit connector: your hand. The settlement is obvious and explicit 
through a natural gesture that can be compared to a hand shake. 

The system does not suflFer drawbacks related to contactless based devices 
such as the relay attack in implementing easily protection like time based proto­
col [2] to check the proximity of the end-user and the final eGo compliant device. 
Moreover, a convenient form factor may allow the embedding of huge memory 
comparable to the usual USB dongle key and having a comfortable throughput 
up to hundreds Mbit/s to reach a good user experience. 
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Well, we have a convenient principle to pair two devices but how is the eGo 
device carried by the user paired with the user? 

Obviously without a pairing between the user and his/her eGo device, anyone 
may use the credentials of anyone just in carrying an eGo device. To bypass this 
issue, an eGo device embeds two functions for respectively authenticate the user 
to emulate a pseudo login and to monitor the presence of the user to emulate 
a pseudo logout. The user authentication may be based on a biometric sensor 
(e.g. fingerprint sensor) and the user's monitoring based on a heart pulse sensor. 
So when the user wants to activate her eGo device, the authentication process 
is required until the eGo device is carried by the user. 

The user's authentication may be asked during specific transactions (e.g. 
a payment) mandating a non repudiation operation. Additionally, a periodic 
authentication may be programmed to bypass some security issues, for example 
a malicious person may ask a user to activate the eGo device after its installation 
on a malicious person. 

The architecture of eGo is depicted in Figure 2. 

Fig. 2. eGo architecture 

3.2 Limitations of the eGo system 

Due to the nature of the initial communication channel using the intra-body 
communication, the bootstrapping may fail if the user's body is short to the 
earth. Consequently, a user walking barefoot on a conductive fioor connected 
(about 12 dB attenuation if the eGo device has a watch form factor) to the 
earth may disable the intra-body communication. Of course due to the previous 
drawback, the system may not work properly in the water. 

4 Conclusions 

All technologies involved in the eGo system are available off-the-shelf. The global 
infrastructure is the only part missing. Nevertheless, an eGo based application 
may start from a limited and local organization (e.g. a school, a company or your 
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home) and progressively spread into other eGo applications. This seed phase is 
the one of the current NFC technology and the main concern we may face in the 
future is the standardization of heterogeneous installed bases which may have be 
rolled out in the meantime. Some famous innovations have been inspired from 
popular writers, so the portable GSM handset possibly comes from the very well 
known Star trek saga (the communicator). The eGo concept has been inspired 
from a novel written by Rene Barjavel namely "La nuit des temps" (A.K.A The 
ice people) where people used a ring to access all services. 

The eGo applications may cover many aspects of our daily life, the limit 
is our imagination. eGo reinforces the fact tha t objects are just objects. Wha t 
makes a service is a combination of us, our identities, our needs, our knowledge 
and the help of smart objects. There is no need to own a phone, there is just a 
need to place phone calls. eGo will help people not to be limited in their daily 
lives by the absence of a particular object, by a particular piece of da ta or by 
the knowledge of any fuzzy secret (like a password for example). 
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A b s t r a c t . Our system utilizes signal strength of Bluetooth wireless con­
nection for indoor positioning. The position of a user carrying an infor­
mation device equipped with Bluetooth, e.g. a mobile phone, will be esti­
mated from signal strengths measured by base stations, e.g. desktop PCs 
in the rooms. One of these base stations will serve as a position server that 
collects signal strength measurements and calculates the user's position. 
Using the indoor position as context information, we created a guidance 
system on our campus which gives relevant information according to the 
position and to the user's goal or task. 

1 Introduction 

PRecently, Information Systems are a more and more important subject of re­
search due to their usefulness, in all situations and every day life. Thus more and 
more Information Systems are under creation in order to give people information 
to make life easier, to achieve a goal or just to get informed. 

Ami ecosystems being naturally very unpredictable require applications and 
system capable of rapid responses and dynamic replies to context changes. Sys­
tems tha t help in the context management are thus a major element for Ami 
applications. Lot of technologies nowadays allows to get outdoor position of peo­
ple (like GPS, PHS...) and to give context information according to tha t position. 
Still, very few systems are using an indoor positioning system as a base for their 
context source. However, a person spends much more t ime indoor than outdoor. 
Then using an indoor positioning system can be fully used almost everyday and 
time for a person. It would give useful information about the context. 

1.1 S y s t e m ' s goal 

The actual society is more and more based on information. Our system focuses on 
the context information and particularly on a person's indoor position. According 

http://ac.jp
http://ac.jp
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to that indoor position, we provide information that might help users in many 
ways about the environing context and places. 

Indeed, using a Bluetooth connection as basis, our application gets user's in­
door location by measuring the connection signal (as long as the user is equipped 
with a mobile station) and provides information according to that position. 

1.2 Different locating principles 

As already explain the locating system is based on a Bluetooth signal measure­
ment. To perform that Bluetooth connection, we need base stations and mobile 
stations. We use different devices as base/mobile station. We will now explain 
in this paper the specification of them. 

2 Bluetooth Indoor Positioning 

The Bluetooth indoor positioning system allows the measuring of the users' 
indoor location thanks to a Bluetooth connection. 

Indeed a Bluetooth wireless connection takes place in-between bases stations 
and the mobile station the user is wearing. From the signal strength of those 
wireless connections, we can estimate the user position. 

2.1 Base Stat ion 

The Bases Stations represent places. They are thus placed at some strategic 
places and are fixed. They are used as bases for the calculation of the position 
of the mobile station. When a user brings his/her mobile station in the covered 
area of a base station, a connection takes place between that mobile station 
and the base station to measure the distance of the mobile station from the 
base station. We have performed experiences with 2 kinds of base stations: our 
developed device (Fig.l) and computers. 

2.2 Mobile Station 

The Mobiles Stations represent users and persons. They are constantly trans­
ported by the persons and their locations are thus considered as the persons' 
locations. 

In order to have a mobile station's position, a Bluetooth connection is per­
formed with all accessible bases stations. According to the distance between the 
mobile station and all bases stations, we can estimate its position. We performed 
experience with 2 kind of mobile station: our developed device (Fig.l) and mobile 
phones. 
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2.3 Principle 

When a user enters a service area covered by the system, base stations installed 
in the area will connect to the user's mobile station and will measure the signal 
strength, which is ideally proportional to the inverse square of the distance. 

By using the three-point method, we can calculate with some certain accuracy 
the exact position of a person. The three-point method is possible only by placing 
bases stations a way that at any point of the covered area there are at least 3 
bases stations that cover the place. Thus estimating distance from each the bases 
stations we can estimate location of the mobile station. Tests with our developed 
device (Fig.l) proved that the positioning accuracy goes actually up to 1.2 m 
with one base station placed every 8.3 m2. 

When the user is outside the service area or simply outdoor, then the posi­
tioning could be done through GPS by using these mobile phones. 

Fig. 1. Our developed device used as both Base and Mobile Station 

For the positioning, we developed a device using the Zeevo^ Bluetooth module 
(Fig.l) that could stand both for a Base Station or a Mobile Station. That 
device is composed mainly of a Bluetooth module for the connection and a 
micro controller to program it. 

Preparation for the Base Station side is as follow: 

- Reset the module 

^ Zeevo, Inc (actually Broadcom) was a semiconductor company focused on 'system-
on-a-chip' solutions for the communications industry. 
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- Configure it so that it accepts Bluetooth scans from other devices (have to 
configure the scanning setting, like connection timeout...) 

— Begin scanning the area and send connection request to entering Mobile 
Station 

For the Mobile Station side, beginning configuration are basically the same. The 
main difference is that the Mobile Station accepts connection. 

Fig. 2. Connection between Base and Mobile Station 

- The Mobile Station accepts connection attempt from the Base Station and 
sends a notification message. 

- The Base Station calculates the transmitted power and sends it to the Mobile 
Station^ 

- The Mobile Station calculates the absolute RSSI (Received Signal Strength 
Indication) and sends it back to the Base Station. 

^ Those steps are specific to our developed device and are thus not performed during 
computer/mobile phone connection. 
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- From the power lost, the Base Station calculates the distance of the Mobile 
Station. 

For the mobile phone and computer connection, we can not calculate the connec­
tion power, but instead the mobile phone gives an indication of the connection 
status. According to how good the connection is, we can estimate the connection 
power. 

2.4 Mobile Phone and Zeevo technology comparison 

Our developed device is programmed to be used only for the Bluetooth Indoor 
Positioning. We thus made it to have the transmitted power (base side) and 
the received power (mobile side). The Zeevo developed Bluetooth module has a 
linear response according to the transmitted power (Fig.3 left side). However, 
the real usability of the system pushed us to use a normal mobile phone instead 
of our developed device. Indeed, a mobile phone is a device that almost everyone 
owns and everyone wears it all the time. It is thus a much more realistic device 
to use as Mobile Station. 

In that mobile phone case, we used computer as the Bases Stations. 
As mentioned before, the main difference between the mobile phone and 

Zeevo is the way to calculate the connection strength. Indeed, Zeevo gives a 
direct value of the connection strengths, whereas the mobile phone goes like 
the normal Bluetooth standard and gives only a status indication of how good 
the connection is. Basically the mobile phone returns a number as indication: 
a negative numbers is a bad connection situation, a positive numbers is a good 
connection situation and finally zero is the normal connection situation. This 
is the main issue with the mobile phone, which returns for normal connection 
condition zero. In fact, the mobile phone has a large zone of connection that it 
considers as being normal (Fig.3). 

This makes the Mobile Phone precision much less good, as we can't make any 
differences for the entire zone where the signal power is considered to be normal. 
We thus have uncertainty about the exact location in the Mobile Phones' case, 
but we still have a global region where the user is positioned. 

3 Information System based on the Indoor Location 

TUsing the context information obtained from the Bluetooth Indoor positioning 
system, we created an information system which purpose is to guide users on 
our campus and to deliver some information about the campus' inhabitants. 

The main goal of that information system is indeed to guide users on the 
campus. It would provide them with information on places and also information 
about persons present at those places, or about regular inhabitants of the place 
and their actual positions. 
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Fig. 3. Comparison of the Mobile Phone and Zeevo's signal strength 

3.1 System's Architecture 

The whole system is divided into 4 main units: 

— The Bluetooth Indoor Positioning System, used for the location of users 
through Bluetooth connections. 

— A database, where diverse information is stored (such as the users' data, 
places, ...). 

— A web server that receives different requests from clients and communicates 
with other units in order to provide the clients (users) with replies (informa­
tion). This unit is the only one having access to all other units. 

— The clients are the users. They get access to the system by using their mobile 
station or computer. 

The Bluetooth Indoor Positioning System is equipped with a presentation 
server, thus a simple access through internet allow asking directly for the actual 
position of a user. The database contains following information: 

— First of all, the profile of every registered user. Indeed, the system is at 
the moment focused on information about places and peoples of the places. 
Thus users' profile is mandatory, if we want to give detailed information 
about every inhabitant of a particular place. Beside, without a fully updated 
profile, the system would be unable to locate users. 

— Information about base stations' position. The position of a user is detected 
thanks to the Bluetooth connection between their mobile phone and a base 
station^ . Thus positions correspond to base stations' positions. It is then 
necessary to have some information about theses places (in our example: 

5 We consider in this system that the user's global location is sufficient. Thus we use 
the mobile phone and we don't use the three-point method. 
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Fig. 4. Global Architecture 

descriptions, kind of place, what happens there and what kinds of persons 
are normally there). 

All services are provided by the Web Server. Clients access to the system by 
using any web browser (thus a mobile phone, a computer, a Personal Digital 
Assistant...) and they send their request to the Web Server. 

3.2 Provided services 

First of all, in order to ask for any services, the user must be logged into the 
system. In fact, many of the services (almost all) depend on the user's location. 
To get the users' location we need his/her mobile phone's Bluetooth ID, which 
is stored in the user's profile. 

Overview the location 
After entering into the system, the user is directly on the overview page, 

where the system updates the user's actual position. On that page, the user 
can see the name of the place he/she is actually as well as the names of the 
inhabitants of that place and if they are actually present or absent. 

By just approaching another place, the user will receive basic information: 

— Name of the place - User can then check position and keep informed of where 
he/she is; 
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- List of Inhabitants - Who are the person normally here. That's especially 
useful when the user is looking for someone. 

From the overview page, the user can access others services. 

— For each inhabitant, the user can get full detailed information about that 
person (mainly the profile and actual location). 

- The user can get full detailed information about the place. Indeed, when 
user found a place that attracts his/her attention, he/she can get more in­
formation about that place. 

— The user can get access to the research tool. 

Research tool 
The user can get access to this service from the overview page. Through this 

research tool, the user can search for a particular user within all the system. 
The research tool is done to take into account different criteria of selection, and 
would provide a list of persons corresponding to the desired criteria. For every 
person found there are some information for the user to identify the right person. 

From that tool, user either can go back to the overview page of actual posi­
tion; either can get an access to full detailed information on a person. Indeed for 
every returned person, a link is attached to allow easy access to the full detailed 
information (see the corresponding service for more information). 

Place's and inhabitant's information 
This service is accessible through the overview page of the place or while 

looking for the location of a person (from the person full detailed information). 
If the user is interested in a specific place, then this service will provide him with 
more information concerning the place. 

User gets first of all a full description of the actual position (what kind of 
place it is, its use and purpose) and some pictures, videos and access plans of 
that place. The system also displays information about registered inhabitants of 
the place. Contrary to the overview page, this service provides little information 
about inhabitants of the place. Thus all inhabitants' information is displayed for 
a period of 10 seconds before changing to another one. The displayed information 
is the person's basic data, the person's photo and also that person's actual 
location. From this page, the user can also ask for detailed information on a 
given person. 

This is a useful service, as it gives detailed information on the actual place 
as well as information about inhabitants and their real time actual location. 

User full detailed information 
This service is accessible through many ways and is used to give full informa­

tion on a user registered in the system. Through it, the user can view information 
about a person. Displayed information is: age, address ... but also photos, videos 
of that person. Detailed information about the person location is also displayed. 

This service allows the user to get a person's profile and also to know exactly 
where this person is actually. From this page, the user can also access detailed 
information on the place actual place where the person is located (a map for 
instance). 
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4 Other uses of the indoor position 

Working on the field of human behaviour studies, we also worked on using the 
indoor location as a tool for recognizing human behaviour. 

4.1 Behaviour recognition 

Using different sensors for capturing the user's context we can also recognize 
his/her behaviour. This process can be enhanced in using also the indoor posi­
tioning system (as another context sensor). As an example let us consider the 
user is sitting . If we do not have any further information on the user, we are in a 
situation where we can't recognize or guess anything else. However, considering 
that the user is sitting in his/her office in front of the desk, allows us to guess 
that he/she is working. Considering that the user is sitting in a meeting room 
allows us to conclude that he/she is attending a meeting. 

The indoor position also can allow inferring more detailed information about 
the user's behaviour. For example, behaviour of a user sitting^ in his/her office 
might be with great probability: writing, reading, giving a phone call or working 
on a computer. In the same way a user in the meeting room could be just 
listening, speaking or writing. All those behaviour could be recognized thanks 
to other sensor in correlation with the indoor position system. 

4.2 Position guessing 

Information gathered from various sensors is saved into a log file of user's pre­
vious movement. In other terms, a file records all the places the user went to, 
with date and time. By taking in account those previous movements and also in 
which order the user went to these places (using dates and times), the indoor 
position information could also be used to guess a person's location. 

Indeed, by studying the order in which the user went to some places and the 
moments he/she went there, we can find some pattern in the behaviour. Human 
have a good tendency to have habits. Thus there are high chances to detect 
some habits in those movements and then to use these pattern to guess the user 
location when we are unable to measure it. It would also be possible to make 
guessing about users' future location (thus the place they might be heading for). 

5 Conclusions 

Due to the urging needs of the Ami applications for context information there 
is a racing for systems that would react dynamically to the context and would 
provide information about it. Using a Bluetooth wireless based connection sys­
tem, we measure users' indoor position. Indeed, by measuring the connection 

^ In this case, the sitting position is recognized thanks to a foot pressure sensor, which 
detects pressure applied on the user foot. It allows detection of sitting, standing, 
running and walking behaviours. 
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signal strength between mobile station (standing for the user) and base stations 
placed in the covered area, we measure the users' location relatively to the base 
stations. 

This paper explained the way to measure the position using a developed 
device as stations or using computers and mobile phones. Mobile phone gives a 
connection status indication instead of the real connection power. This makes 
the measuring less accurate but has a more realistic side. 

We also presented an information system based on the Bluetooth indoor 
positioning system that gives the user useful information according to his/her 
actual position. That system provides different information services. First it gives 
information about a place (a rapid overview or detailed information), it also gives 
information about persons of that place (quick resume or full information) and 
it gives these persons' location in real time. Finally, it allows users to search for 
these persons. 

We also presented another field of studies for using the indoor position. Work­
ing on the human behaviour studies field, we are working on the human be­
haviours' recognition and behaviour prediction. The indoor position can be used 
in those fields. 
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A b s t r a c t . One of the most interesting paradigms of Ambient Intelli­
gence is that networks of pervasive intelligent interfaces recognize our 
presence and mould our environment to our immediate needs. In this 
paper, we present an example of how an access control model such as 
XACML adapts its functionality at runtime to new and unforeseen re­
quirements. In previous work, we have proposed a three levels hierarchy 
of artefacts to semantically represent Security and Dependability solu­
tions so that they can be automatically applied and adapted to new con­
text requirements. Here we apply those artefacts throughout two case 
studies covering (i) the representation of the XACML model and (ii) a 
Policy Enforcement Point. The use of these artefacts provides the inter­
operability, run-time reaction to changes in the application context, and 
the possibility to monitor the applied solutions. 

1 Introduction 

Most of current techniques to address Security and Dependability (S&D) issues 
are designed for static architectures, with well-defined pieces of hardware, soft­
ware, communication links, limits and owners. Thus, they fail when confronting 
new and challenging computing paradigms for highly dynamic environments such 
as Ambient Intelligence, where networks of pervasive intelligent interfaces rec­
ognize our presence and mould our environment to our immediate needs. 

Several approaches have faced the security management of multiple devices 
with a large number of small interconnected applications [1] [2], paving the way 
to further advance in the three building blocks of Ami technologies [3]: Ubiqui­
tous Computing, entailing the apparition of numerous heterogeneous computing 
nodes, which must cooperate despite their heterogeneity, and lack of a central 
control; Ubiquitous Communication implying the intercommunication of these 
objects, probably in an unpredicted way, introducing two important challenges: 

* Work partially supported by E.U. through projects SERENITY (IST-027587) and 
GREDIA (IST-034363) and by Junta de Castilla la Mancha through MISTICO-
MECHANICS project (PBC06-0082) 
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(i) the development of an adequate interface to permit secure communication 
among diverse components and (ii) the ability to negotiate the different pa­
rameters of the communication; and finally. Intelligent User Interfaces that will 
enable people to control and interact with the environment in a natural (voice, 
gestures) and personalized way (dependence on the context) without saturating 
users with technical decisions. 

Ami considerations lead us to argue that it is essential for S&D mechanisms 
to be able to adapt themselves to renewable context conditions in order to be 
applied to the ever-changing Ami scenarios. The key for this dynamic adapta­
tion of the security mechanisms is the ability to capture the expertise of S&D 
engineers in such a way that it can be used by automated means. With that goal 
in mind, in [5] we proposed the precise modelling of S&D Solutions (previously 
analysed by security experts) by means of what we called S&D Artefacts. These 
S&D Artefacts adopt an integral methodology covering the complete system 
lifecycle going from S&D Classes, used at development time, to S&D Patterns 
and S&D Implementations, devoted to deployment and runtime use. In order 
for these artefacts to be exploited at runtime, a whole architecture is introduced 
and described as the SERENITY Runtime Framework (SRF). The SFR, already 
introduced in [4] [6], represents an integral approach for the automated selection, 
adaptation and monitoring of the S&D Artefacts. This paper provides a guide 
on how to use the S&D Artefact, creating a set of them from the analysis of two 
well-known security solutions: the XACML access control model and a Policy 
Enforcement Point. 

In what follows, section 2 covers a necessary introduction to the concepts of 
S&D Pattern, Classes and Implementations, along with a brief description of the 
architecture where the SRF and S&D Artefacts converge. Section 3 presents the 
analysis and representation of a security solution as an S&D Pattern. Section 4 
follows the results of section 3 and presents the concept of Integration Scheme as 
set of S&D Patterns whose composition allow us to characterize a complex access 
control model. The previous work on analysis and representation of security 
models and the different approaches for adaptive dependability is given in section 
5. We close with conclusion and further work. 

2 S&D Artefacts for Runt ime use 

2.1 A hierarchy of solutions: Classes, Patterns, and Implementations 

As outlined in the introduction, one of our goals is the development of artefacts 
for the representation of S&D Solutions in the form of semantic descriptions, in 
such a way that these solutions can be selected, adapted, used and monitored at 
runtime by automated means. In the interest of enabling this automation, three 
are the artefacts that integrate the hierarchy proposed to represent the S&D 
Solutions: S&D Classes, S&D Patterns, and S&D Implementations. Although 
this paper emphasized the use of S&D Pattern artefact, [5] presents an intuitive 
and extensive description of them all. 
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S&D Solutions refer to widespread and well-known S&D mechanisms, going 
from a secure key exchange protocol or a VPN application, to a data encryption 
algorithm. S&D Patterns are detailed descriptions of abstract S&D Solutions 
that contain all the information necessary for the selection, instantiation and 
adaptation, and dynamic application of the solution represented in the S&D 
Pattern. One important aspect of the solutions represented as S&D Patterns is 
that they can contain a description of the results of any static analysis performed 
on them. Such descriptions provide a precise foundation for the informed use of 
the solution and enhance the trust in the model. Despite of that, the limitations 
of the current static analysis tools introduce the need to support the dynamic 
validation of the behaviour of the described solutions by means of monitoring 
mechanisms. However, we will skip the details of the monitoring mechanisms to 
concentrate in the functionality of the S&D Solutions presented here. 

While each S&D Pattern describes the behaviour of one solution, the com­
plexity of the S&D requirements to address in a system might require the com­
bination of S&D Patterns. Integration Schemes (IS for short) capture this com-
positionality means, melting the functionality of two or more S&D Patterns, 
which if not properly analysed, can lead to interferences among them causing an 
unpredicted functionality. 

If two S&D Patterns provide the same S&D Properties (e.g. confidentiality or 
non- repudiation) and comply with a common interface, then we group them in 
an S&D Class. S&D Classes represent abstractions of a set of S&D Patterns char­
acterized for providing the same S&D Properties and complying with a common 
interface [16]. (Notice that S&D Patterns that belong to an S&D Class can have 
different interfaces, but they must describe how these specific interfaces map into 
the S&D Class interface.) With this approach it is possible for developers (at 
development time) to create an application bound to a specific S&D Class. Given 
that this artefact defines the high-level interface, all S&D Patterns belonging to 
this S&D Class and matching the context requirements will be selectable by the 
framework at runtime, thus providing a high degree of interoperability. 

Finally, to close the gap between the real executable components (HW or 
SW) and the S&D Patterns, one last artefact is introduced: the S&D Implemen­
tation is an artefact that describes the specific context conditions to meet before 
deploying the executable component. It conforms directly to the interface, mon­
itoring capabilities, and any other characteristic described in the S&D Pattern 
implemented. 

2.2 Underlying Architecture: the Serenity Runtime Framework 

This section describes how the SERENITY Runtime Framework (SRF) navigates 
throughout the S&D Artefacts' hierarchy in order to discover, select and deploy 
an S&D Solution. Figure 1 shows a simplified structure of the SRF. 

Our approach assumes that instances of SRF can be embedded in any type 
of device with a minimum computational power. Every SRF instance acts as a 
dynamic provider of S&D solutions to applications also allowing the monitoring 
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Fig. 1. Simplified perspective of SRF 

of the behaviour of the solutions. Each SRF instance has an S&D Library con­
taining a selected set of the artefacts described in section 2.1, including all S&D 
Classes, Patterns and Implementations corresponding to the solutions already 
deployed, along with additional solutions for future use. When a change in the 
context is detected via the Context Manager, the library is accessed by the SRF 
to look for the best pattern to meet the new requirements (detailed in section 
3.3). Eventually, if a solution is selected, the SRF uses the information pro­
vided by the S&D Implementations and dynamically deploys the corresponding 
Executable Component. 

After that, the run-time monitoring mechanism starts monitoring the work­
flow of the system. This process is indispensable in case of change of context 
(e.g. swapping the connection from a trusted to an untrusted network), when 
the Framework has to adapt on-time the current solution in order to face the 
new requirements. 

3 A worked-out example: XACML captured via S&D 
Pa t te rns and Integration Scheme 

A brief example will help us to understand the overall functionality. Bob uses 
the internal forum of his company to manage his team. The internal forum is the 
company's essential communicating platform, where news raging from confiden­
tial to top secret are posted. Alice, the network and forum administrator have 
to keep the confidentiality of the data maintained, however provide these data 
only to legitimate employees. This example clearly asks for an Access Control 
(AC) mechanism to be in place at the company that Bob is working for. An 
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AC mechanism is the means by which a system grants or denies the right for 
a subject to perform some actions on some resources according to the policy 
defined by the system's security officer. 

More precisely, a subject is the initiator of a request for access, e.g.. Bob. A 
resource is the valuable data to be protected, e.g., the information stored in the 
working group forum of Bob's company. Actions are the set of operations that 
subjects can request to interact with the resources, e.g., post a message in the 
working group forum. Last but not least, a policy is the set of rules prescribing 
whether a subject can perform an action on a resource or not, e.g., the security 
officer Ahce has defined the following pohcy rule: a message can be post in the 
working group forum if, and only if, (i) the sender is subscribed to the forum, (ii) 
the message is sent from within the intranet network that contains the server 
running the working group forum. As a matter of fact, not all the available 
AC mechanisms allow for the specification and enforcement of environmental 
conditions such as (ii) strongly required by our (simple) example and by Ami 
scenarios in general. 

In the sequel of this section we will present XACML (extensible Access Con­
trol Markup Language [17]), an AC mechanism offering that level of granularity 
and adaptability necessary to express and enforce general environmental condi­
tions as required by Ami scenarios. Then we will show how our S&D artefacts hi­
erarchy allows for capturing this AC mechanism through an Integration Scheme 
and S&D patterns. With respect to our worked-out example and at develop­
ment time, the SERENITY framework would suggest to the system designer the 
XACML Integration Scheme as security solution and AC mechanism for the sys­
tem to develop. Last but not least we will discuss how the SRF exploits the S&D 
artefacts hierarchy to deal at runtime with a context change in our example. 

3.1 XACML 

As depicted in Figure 2, XACML is built on top of six basic entities: the Policy 
Enforcement Point (PEP), the Pohcy Decision Point (PDP), the Pohcy Admin­
istration Point (PAP), the Context Handler (CH), the Obligation Service (OS), 
and the Policy Information Point (PIP). The PEP is the XACML's front-end 
that receives a subject's request, initializes its evaluation process, and sends 
back the answer. The PDP selects the applicable policies and computes the au­
thorization response by evaluating the requests with respect to these policies. 
The PAP stores the policy rules required for the PDP. The CH acts as a bridge 
translating the received requests into a proper XACML format and vice versa for 
the responses. Finally, the OS and PIP are used to retrieve obligations resulting 
from evaluating the policies and to retrieve the attributes for the subjects or 
resources, respectively. The AC decision process is hereafter described in more 
details (see again Figure 2): 

1. The Subject requests authorization from the PEP to access the resources. 
2. The PEP sends the request for access to the CH in its native request 

format,including attributes describing the subjects, resource, etc. 
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Fig. 2. XACML process overview 

3. The CH takes the received data, constructs a corresponding XACML re­
quest context, and sends it to the PDP. 

4. The PDP analyses the XACML request and if necessary, ask the CH to 
retrieve additional attributes. 

5. The CH requests the necessary attributes from the PIP and sends them 
back to the PDP. 

6. The PDP gets the applicable policies, stored in the PAP, and check if 
the subject's request satisfies the policies. Notice that since several policies can 
be in place, the PDP uses algorithms such Deny-Override, Permit-Override or 
Only-Once Apphcable to decide over them. 

7. The PDP returns the authorization decision to the CH. Notice that the 
positive authorization decisions can comprise some additional obligations the 
subject has to satisfies to get access to the required resource. 

8. The CH translates the XACML response received from the PDP to the 
native response format and returns the authorization decision to the PEP. Using 
this information, the PEP checks the obligations (if any) and either grant or deny 
access to the subject. 

3.2 XACML as an Integration Scheme and S&D Patterns 

S&D Integration Schemes (IS) are particularly suited to capture composed ob­
ject like the XACML model. The basic idea is to capture each component 
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of the XACML model as an S&D Pattern and to capture their composition 
and interaction through an IS. Figure 5 S&D Class for Policy Enforcement 
Pointshows an excerpt of the IS capturing the XACML model for automated 
application by the SRF (see the Appendix for a complete commented version 
of the IS). Components, e.g., the PEP, are specified within row 6. The name 
of the component is used to distinguish calls to one S&D Pattern or another 
(e.g., a call to the PEP is specified through PEP.operationName). Row 4 de­
scribes the IS interface, where several calls to operations fulfilled by external 
components are defined. Row 5 includes the explicit mapping from the S&D 
Class grouping AC patterns and IS to the XACML's IS. The PatternClass con­
sists of the S&D Class Reference providing the name of the S&D Class parent 
for this IS (Access_Control.security.uma.es) and the Interface Adaptor provid­
ing the sequence of operations applied by the IS. In this case, the pseudo-code 
points to the accessRequest operation that constructs the sequence of actions 
in the IS. The full sequence presented in the Appendix depicts the XACML 
overview in getting the AC decision as described previously. For instance, the 
PEP.getDataFromSubject() describes the operation where the PEP gets the ac­
cess information from the Subject, including the resource to be accessed, the 
action to perform, etc. The authorizationDecision holds the response decision 
that the IS returns to the requester when the process is finalized. 

Fig. 3. S&D Integration Scheme XACML 

The XACML IS depends on the PEP, PAP and other entities to provide the 
S&D solution for Alice's requirement. For sake of simplicity we only discuss how 
the Serenity tool captures in our artefact the PEP patterns' instances i.e., the 

http://Access_Control.security.uma.es
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two S&D Patterns Fedora-PEP and the QoS-PEP through their shared S&D 
Class. The S&D Class represents the Policy Enforcement Point requirement at 
high level. The system receives (from a subject) a request for access and returns 
an enforcement of the access response. The process in between is transparent 
from the subject's side, but includes a complex procedure that provides different 
types of PEP S&D Properties to the system. Table presented in figure 4 shows 
an S&D Integration Scheme XACML, which is a visual representation of the 
structure for the PEP S&D Class. All provided properties are specified in the 
S&D Class, making it possible for the Serenity tool to decide whether this class 
matches with the system requirements. The ID field of the property describes 
a universal identifier (e.g. Fedora-PEP, identifies the PEP property as the one 
formally defined by Fedora.com). The S&D Class also includes an interface that 
defines the operations that conforms to its functionality. In the example, a unique 
call is specified and all S&D Patterns belonging to this S&D Class have to consent 
with this interface. 

Fig. 4. S&D Class for Policy Enforcement Point 

Next table (figure 5) S&D Pattern Fedora-PEP shows the Fedora-Pohcy En­
forcement Point representation in our S&D pattern structure, while figure 6 
S&D Pattern QoS-PEP shows the one for the QoS Policy Enforcement Point. 
The basic difference between these two Patterns remains in the implementation 
applied at the lower level. The Fedora-PEP pattern can not retrieve the data 
from the requester if the requester is using a SmartPhone while the QoS-PEP 
pattern enables it with the getDataFromSubjectSupportingQoS.Further details 
are omitted on the basic difference as it falls out of the paper's scope. 

3.3 SRF at work 

Bob's job requires posting messages in the working group forum very frequently. 
He usually works from office using his company laptop under Windows XP. Due 
to Bob's outstanding results, he got promoted and awarded with a brand new 
SmartPhone that gives Bob a 24h access to the Internet. The SmartPhone has 
some QoS requirements that the actual PEP does not provide. Bob uses his new 
device to access the forum, however he access was denied. As a matter of fact, the 

http://Fedora.com
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Fig. 5. S&D Pattern Fedora-PEP 

Fig. 6. S&D Pattern QoS-PEP 

Context Manager realizes that the browser is trying to connect to the intranet 
from an unsupported system. As the SRF was configured to work over systems 
supporting the Fedora-PEP, the active S&D Pattern providing the PEP is no 
longer valid, and the system must be reconfigured (needs to support the QoS 
requirement). The S&D Manager analyses the context information coming from 
the Context Manager along with the current S&D Requirements and triggers 
a query to find the best solution available in the S&D Library. Since the new 
requirement is to extend the PEP pattern with the QoS option, the SRF queries 
the S&D Library and finds the S&D pattern QoS-PEP. The new S&D pattern 
QoS-PEP is activated and its implementation is selected and replaced in PEP 
part of the XACML IS. On the next day at the restaurant, using his SmartPhone, 
Bob succeeds in posting some messages on the internal forum. 

4 Related Work 

Our work proposes a complete framework for the rigorous treatment of S&D 
solutions that covers the automated selection, deployment and monitoring of 
the artefacts. Several approaches going from component-based to multi agent 
systems have been proposed for this problem in the literature. 

Current work on component-based software development is mainly focused on 
the dynamic analysis of component compatibility, usually from a functional point 
of view, with the objective of adapting components and synthesizing suitable 
software architectures [7] [8] [9] [10]. Several component-based security models 
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have been proposed in the literature. Unfortunately, these proposals have been 
based on oversimplified views of security, like those based on security levels [11], 
not applicable in Ami. 

The most related approach to our work is the one presented in [12], where 
security patterns are used to construct secure and efficient inter-company coor­
dination systems. This approach addresses the selection of the security pattern 
issue by dealing with the messaging models and the security models in the de­
sign phase. As a result, they were able to give the developers guidelines that 
consist in modelling the performance of data associated with each pattern for 
model selection in which security is considered. However, these guidelines are in 
natural language and thus do not allow security patterns to be expressed and 
supported for their automatic selection and posterior deployment. 

The agent paradigm is especially well-suited for highly distributed environ­
ments where independent components from different owners coexist and interact. 
In [13] authors present a methodology that considering the organizational struc­
tures of agent systems, designs the abstract models of agents in a top-down 
manner. This method can cope with simple access controls and interaction pat­
terns, but when modelling security aspects agent paradigms are quite limited, 
since an agent is an independent entity by definition and many security solutions 
like XACML, can not be represented. 

A security architecture that system administrators, users, and application 
developers can use to compose secure systems is presented in [14]. This architec­
ture is designed to support the dynamic composition of systems and applications 
from individual components, but it lacks of fiexibility and is restricted to access 
control models. The CORE A RAD service is an example of this type of security 
model for access control to resources in component systems [15]. 

5 Conclusions and future work 

This work presents a bottom-up approach that includes a Framework to provide 
S&D Solutions to applications by means of three S&D artefacts: (i) S&D Imple­
mentations to describe SW/HW components; (ii) S&D Patterns, which describe 
S&D Solutions and groups the S&D Implementations that realize them, and 
(iii) S&D Classes, which groups the S&D Patterns that provide the same S&D 
Properties and share a common interface. We have used them to analyse and 
describe XACML model as an Integration Scheme. In addition, we provided the 
full deployment of Policy Enforcement Point pattern, one of the components of 
that Integration Scheme. 

Next steps include the provision of a framework to assist security experts in 
the creation of S&D Solutions, currently in progress, along with the definition of 
(i) a language for S&D Properties and (ii) the formalization of the monitoring 
rules. 
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6 Appendix 

Next table includes a short version of the Integration Scheme structure. Where 
new fields like Creator and Trust Mechanisms are included and the Interface 
adaptor is fully deployed. 
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Fig. 7. Short version of the Integration Scheme structure 
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A b s t r a c t . With the increasing number of mobile terminals, the devel­
opment of applications that will provide new dedicated services by taking 
advantage of the technology is an effective challenge. The combination 
of such terminals communicating with each other in a peertopeer and 
dynamically self organized manner is referred to as a Mobile Ad Hoc 
NETwork, MANet for short. MANets can be composed of many differ­
ent kinds of devices. To help the developers to cope with their hetero­
geneity, we believe that it is required to precisely (re)define the basic 
functions that communication and context interaction primitives can ef­
fectively provide, and to give the precise associated assumptions if any. 
We call these primitives Neighborhood and Context Interaction Primi­
tives, NCIPs for short. The rationale for defining NCIPS is the topic of 
this position paper. 

1 Introduction 

Mobile Adhoc Networks can be composed of many kinds of devices like personal 
computers, PDAs, mobile phones or even sensors. These are very heterogeneous 
in terms of computing power, memory capacity, operating system (Windows or 
UNIX based systems, SymbianOS, TinyOS, etc.), supported programming lan­
guages (Java, C # , NesC, etc.), autonomy (from a few hours to several days), 
and radio technology (WiFi, Bluetooth) which affects their potential communi­
cation range. The presence of additional features such as sensors, cameras, etc., 
also depends on the brand of terminal. The management of this heterogeneity 
imposes many constraints and makes it mandatory to decide on a number of 
assumptions which make application development extremely context dependent. 

* This work is supported by the French Agence Nationale de la Recherche under 
contract ANR05-SSIA000201. 

*"*" Java and all Javabased marks are trademarks or registered trademarks of Sun mi­
crosystems, Inc. in the United States and other countries. The authors are indepen­
dent of Sun microsystems. Inc. All other marks are the property of their respective 
owners. 
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For instance, assume cars in a vehicular ad hoc network (also known as 
VANet [8]) that communicate using some radio technology. There is almost no 
chance, if no assumption is made regarding either their relative speeds or the 
radio technology that is used, that two cars moving in opposite directions can 
communicate because of parameters such as the latency inherent to the connec­
tion establishment process. 

It thus appears that most existing middleware have been developed not to 
offer universal APIs that could be supported by any communicating device but 
for particular devices supporting particular technologies and targeted to a par­
ticular context. They make strong, even if not always clearly stated, assumptions 
about the environment and the mode of operation of the target platforms. An 
important side effect is that these middleware, making different assumptions can 
be neither interoperable nor universal and the applications developed on top of 
them therefore work in very specific contexts. 

2 NCIPS 

To help the developers to cope with this heterogeneity, still being able to ac­
cess the low level features of the target platforms, we believe that it is required 
to precisely (re) define the basic features that communication and context in­
teraction primitives can effectively provide, and to give the precise associated 
assumptions if any. We call these primitives Neighborhood and Context Inter­
action Primitives. The topic of this paper is to explain the rationale for this 
approach. 

The methodology that we have adopted in our preliminary work is as fol­
lows. To decide what paradigms NCIPs must support, we have studied those ex­
isting environments that we consider significant to our approach, such as Tiny OS 
[2], [11], TOTA [9], JXTA [6], Mate [7] or Squawk [12]. We then have classified 
and analyzed the primitives available in these middleware or software layers. 
Based on that state of the art, we have defined and given a precise semantics to 
a number of low level primitives that support similar concepts without making 
any hidden assumption. 

In this paper, we show by means of examples that even though these primi­
tives are low level because they try to be universal, they can be really useful in 
supporting MANet dedicated applications. This is a substantial reason to pursue 
the development of this research. 

In the future, we intend to use this approach to define a set of universal 
primitives (NCIPs) and to develop a middleware that will make them available 
on any device integrated within a Mobile Ad hoc Network. 

3 NCIPS can effectively support complex operations. 
Example of the one way send N C I P 

The goal of this section is to show that in spite of their simplicity, NCIPs can 
still be used to develop complex services or high level operations. 
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To illustrate this point, we consider the (difficult) problem of synchronizing 
a number of nodes. More precisely, we have up to three nodesl that want to 
access a critical resource that must not be accessed by more than one node at a 
time. 

This is usually achieved by some sort of rendezvous [10] and relies on a 
number of assumptions on the environment: 

— communication is bidirectional; 
— communication channels are stable during the execution of the operation; 
— etc. 

Our approach is different in that we do not want to impose any unnecessary or 
unrealistic constraint. We simply rely on basic communication primitives which 
are part of our NCIPs. These are: 

1. a one way send method (send), one way meaning that it does not return any 
information or status and does not guarantee that the target node effectively 
receives the message; 

2. a receive method (receive). 

We then propose the implementation presented algorithm 1 (See figure 1). In 
order to get access to the shared resource, each node goes through the following 
steps: 

1. randomly choose a neighbor chosenNeighbor (line 26); 
2. send a random number n (randomNumberSent in algorithm 1, lines 27 and 

28) to chosenNeighbor; 
3. send 0 to the other neighbors if any (line 30 to 37); 
4. if the number m (message.value in algorithm 1) that is (possibly) received 

(line 8) from node chosenNeighbor (m can be received while any other step of 
the algorithm is executed) is such that m 6= 0 and m < n then the resource 
is acquired for a predefined period of time t2 (line 13) otherwise the node 
waits during t2; 

5. loop to step 1. 

The temporal arrangement of the different steps of the algorithm for a sample 
run is shown figure 2. 

Despite the fact that this algorithm relies on a very basic one way send 
method that does not return any information about what it has effectively done, 
it still ensures that the shared resource is used by at most one node at a time. 

Even though this is out of the scope of this paper, we discuss the performance 
of this primitive to show that this is not simply a toy example and that it works in 
the real world. The resource sharing algorithm performance depends on several 
parameters: 

— the number of nodes (two or three) that execute the algorithm; 
— the interval where the random number is selected; 
— the time t l required to decide which node is going to have the resource (it 

corresponds to steps 1, 2 and 3 of the algorithm); 
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1 [ . . . ] 
2 
3 i n t rcindomNumberSeiit = 0; 
4 Node chosenNeighbor = n u l l ; 
5 
6 // this method is invoked when a message is received 
7 
8 void receivedMessage(Node from. Message message) { 
9 

10 if (from == chosenNeighbor) { 
11 
12 if (message.value != 0 && message.value < randomNumberSent) 
13 // I have the resource and I keep it for t2 
14 [...] 
15 else // I do not have the resource, I sleep for t2 
16 sleepO; 
17 } 
18 } 
19 
20 // this method is invoked when the internal timer is fired 
21 
22 void timerFiredO { 
23 
24 // send a random numner n to a random neighbor 
25 
2 6 Node chosenNeighbor = selectRandomNeighborO; / / from t h e s t a t i c l i s t of ne ighbors 
2 7 randomNumberSent = reindomNumberO ; 
2 8 send(chosenNeighbor, reindomNumberSent) ; 
29 
30 // send 0 to all other nodes 
31 
32 NodeList knownNodes=getNeighborhood(); // get the static list of neighbors 
33 Node node= knownNodes.firstNodeO ; 
34 while (node != null) { 
35 if (node != chosenNeighbor) 
36 send(node, 0); 
37 node = knownNodes.nextNode 0; 
38 } 
39 } 
40 
41 [...] 

Fig. 1. Algorithm 1 Resource sharing 

— the time t2 while the nodes keep the resource or wait for the following round 
(step 4 of the algorithm). 

For example, for two nodes, if we consider that the probability for each of 
these nodes to choose the same random number is negligible, then the utilization 
ratio of the shared resource is FORMULA. 

This algorithm has been implemented on a number of Xbow motes [1],[4] run­
ning the TinyOS [2],[11] system and the experimental results effectively confirm 
the above analysis. 

4 NCIPS can significantly impact efficiency.Example of 
the neighborhood density N C I P 

The goal of this section is to show that properly defining some NCIPs to operate 
in a really mobile context sometimes makes it possible to improve the efficiency 
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Fig. 2. Temporal behavior of the resource sharing algorithm executed by two nodes 

of algorithms. We illustrate this point with the computation of the neighborhood 
density NCIP and its usage in a flooding algorithm. 

In a static framework it is relatively straightforward to compute the number 
of neighbors of a node (basically because it is stored in a table). When switching 
to a mobile context, either such primitives are dismissed or the problems raised 
by the mobility of the environment are simply ignored (see below). In our opinion 
these solutions are unacceptable. 

Density awareness is used in several algorithms [14] [15]. Here we consider the 
Delayed Flooding with Cumulative Neighborhood (DFCN) algorithm presented 
in [5]. The basic goal of this last algorithm is to propagate information over the 
network by using flooding. Based on a multicriteria optimization approach, it 
tries to find a compromise between the number of messages exchanged in the 
network and the speed at which the nodes are informed. Its behavior is directed 
based on several parameters, among which the number of neighbors, i.e. the 
neighborhood density at each node and the ratio of neighbors that already have 
been informed. It is shown that considering a density threshold, below which it 
is decided not to broadcast the information to the neighborhood, diminishes the 
network load without increasing too much the time necessary to inform all the 
nodes. 

The density computation in a mobile network is usually implemented as 
follows. A node regularly broadcasts a beacon to signal its presence to its neigh­
borhood. Based on the collection of all the beacons it is aware of, a node can 
then compute the density of its neighborhood. The thing is that because of the 
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instability of the network, the resulting value is possibly false as soon as it has 
been computed. Instead of ignoring this, we propose an alternative in our NCIPs 
framework: the result of the density computation primitive contains a stability 
value that says how long the information remains true. This can be used to 
further improve the algorithm: if the stability period is too short, using the com­
puted density value does not make sens; if it is long enough, the algorithm can 
wait for new nodes to arrive or for nodes to leave (which is useful to control 
more precisely the number of messages in the network). 

This example shows that there can be significant advantages that come from 
having low level universal primitives. In this case, instead of hiding information 
and problems from the user, giving him access to low level context information 
can help optimize the algorithms. 

5 NCIPS can restore hidden features. Example of 
anonymity ensured by the one way broadcast N C I P 

Assume the following problem. A piece of information, say I, is stored at a given 
node, say N. The goal of N is to get rid of I, after making sure that it is now 
stored by another node of the network. Using standard primitives this would 
most likely be implemented as show algorithm 2 (see figure 3). Let us analyze 

1 [...] 
2 
3 // this method is invoked when a message is received 
4 
5 void receivedMessage(Node from. Message message) { 
6 
7 switch (message.getType()) { 
8 
9 case DATA_TO_STORE : / / someone passed me a piece of data (I) to store 

10 I = message.getDataO ; 
11 send(from, ACK); 
12 break; 
13 
14 case ACK : / / some one as got my data I , and I cein thus get r id of i t 
15 I = nul l ; 
16 break; 
17 } 
18 } 
19 
20 // this method is invoked when the internal timer is fired 
21 
22 void timerFired()-[ 
23 Node neighbor = selectRcindomNeighbor () ; 
24 send(neighbor, I); 
25 } 
26 
27 [ . . . ] 

Fig. 3. Algorithm 2 Information storage with the standard primitives 

this algorithm. First, it makes a number of implicit assumptions. At line 23, it 
supposes that it can access the identities of its neighbornodes. It furthermore 
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assumes that the information that it gets is stable and that it can use it at line 24. 
Nevertheless, in a real world mobile network, it might be the case that between 
the execution of these two lines of code, the target node has moved or disappeared 
and cannot be accessed any longer. So, there is an implicit assumption about 
the stability of the network at that point of the algorithm. The same kind of 
assumption is made line 11. In the real world, there is no reason why the target 
of the ACK message should be in reach of the current node at that time. Second, 
from a functional point of view, there is an indirect side effect of using a high 
level communication primitive: the initial (respectively the final) owner of the 
information knows which node is finally (respectively was initially) owning the 
information. 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

[ . . . ] 

void receivedMessage(Node from, Message message) { 

} 

swi tch (message .ge tTypeO) { 

case DATA_TO_STORE : 
I = message .ge tDa taO ; 
s end(* , (ACK, I . n u m b e r ) ) ; 
b reak ; 

case ACK : 
i f (message.niimber == I.niimber) { / / t h i s i s t h e ACK fo r our own I 

I = n u l l ; 
} 
e l s e { 

send(* , (ACK, message.number)) ; 
} 
b reak ; 

} 

void t i m e r F i r e d ( ) { 

} 

[, 

i f ( I ! = n u l l ) { 
I.number++; 
send(* , I ) ; 

} 

. . . ] 

Fig. 4. Algorithm 3 Information storage with NCIPs 

The point is that we have considered an algorithm designed for a reliable 
static framework and we have ported it almost directly to a totally distributed 
context. This implicitly assumes a number of hypothesis that do not hold in a 
MANet. 

Therefore we have designed algorithm 3 (see figure 4) which is a NCIP based 
implementation. We just assume a communication primitive that makes it possi­
ble to broadcast a message without any knowledge of the neighborhood, without 
any guarantee regarding the possible reception of the message and without any 
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knowledge about the identity of any possible receiver.We call this NCIP one way 
broadcast. 

The behavior of the algorithm is as follows. A node that holds the informa­
tion broadcasts it at regular intervals (line 27). It still holds the information till 
an acknowledgment gets back to it through the network. Nevertheless, this ac­
knowledgment does not necessarily come from a node that directly received the 
message since there is no guarantee that we have bidirectional communication. 
Rather, when a node receives the information, it broadcasts an acknowledgment 
to its neighborhood (line 9). This neighborhood in turn broadcasts this ACK (line 
17), until a given TTL (the TTL management is not shown on the algorithm to 
make it easier to read). At some point in time, the initial node mightreceive an 
acknowledgment. It then removes the information (line 14). While no acknowl­
edgment is received, the node simply holds the information and at some point 
possibly restarts the whole process. The behavior of the algorithm is illustrated 
figure 5. 

This algorithm has been simulated on an adaptation to a mobile context 
of the DAGRS simulator [13] that is developed in our team. This simulation 
allowed us to validate this algorithm in an experimental way. By adapting/de­
veloping this algorithm based on NCIPS we have gained two major benefits: no 
unrealistic or useless assumption on the network mobility nor communication 
capacities have to be made; the privacy problem described above disappears, i.e. 
no node knows which other nodes now store the information or have stored the 
information in the past. 

Once again this shows that working with too high level functions necessarily 
leads to implicit assumptions that are basically false in a MANet. It is further­
more especially interesting to see that we can achieve a better result (here in 
terms of anonymity) with less assumptions. 

Once again this shows that working with too high level functions necessarily 
leads to implicit assumptions that are basically false in a MANet. It is further­
more especially interesting to see that we can achieve a better result (here in 
terms of anonymity) with less assumptions. 

6 Conclusions and Future Work 

In this paper we have introduced the notion of Neighborhood and Context In­
teraction Primitives (NCIPs). These are the most basic features that can be 
supported by a mobile network without making unrealistic assumptions. We 
have described a number of examples that illustrate some interesting features 
of NCIPs: they can be used to define complex operations (example 1); they can 
improve the efficiency of algorithms (example 2); they can guarantee properties 
that are not supported by more standard primitives (example 3). 

Nevertheless, this is preliminary work and a lot remains to be done. We are 
currently working on the definition of a number of basic primitives. Based on 
these definitions we explore the higher level operations and algorithms that they 
make possible to implement. In the short term we will implement these primitives 
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Fig. 5. The different steps of the information storage algorithm on a sample network 

on several platforms tha t we are working on in the team, i.e. mobile phones, 
PDAs, and sensors. We furthermore work on a formal model based on a graph 
rewriting approach[3] tha t we have extended to deal with dynamic networks. 
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Abstract. Ambient Intelligence (Ami) refers to an environment that is 
sensitive, responsive, interconnected, contextualized, transparent, intelli­
gent, and acting on behalf of humans. This environment is coupled with 
ubiquity of computing devices that enables it to transparently sense con­
text changes, to react accordingly, and even to take the initiative towards 
fulfilling human needs. Security, privacy, and trust challenges are ampli­
fied with Ami computing model and need to be carefully engineered. 
Prom software engineering perspective, the shift towards Ami can be 
seen abstractly similar to the shift from object paradigm towards agent 
one. Objects provide functionality to be exploited, while agents possess 
functionality and know how and when to use and offer it autonomously. 
Agent paradigm is suitable for implementing Ami considering Ami as 
an open complex system. Moreover, we argue that agent paradigm is 
equally useful for engineering all aspects of such systems from the early 
phases of software development life cycle. 

1 Introduction 

Notebooks, PDAs, and third generation cellular phones are now computing de­
vices equipped with wireless connectivity features allowing them to access dif­
ferent da ta networks anytime anywhere. The evolution in size and capabilities 
of those computing devices, along with those in wireless communications have 
effectively enabled people to be always online. This increased mobility in its raw 
form is not more than going beyond the classical desktop into a portable one. 
People are still requested to deal with different computers, and to adapt them­
selves to them. The next step would be to relieve people of even being aware of 
computer existence [1]. Computing is going to be seeded in the environment as 
an integral part of it, instead of being a set of external entities, used explicitly 
by trained humans. 

Many challenges are related to enhancing the usefulness of the current ad­
vances in computing devices and communication ubiquity. One of them is tha t 
current software development methods were created mainly for what we can call 
request/response software. There is a lack of sufficient models, development ex­
perience and even of imagination about how the new software systems can exploit 

http://unitn.it
http://uma.es
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the new technology advances [2]. The expectations of new software is that it will 
support features like location and context awareness, personalization, adaptabil­
ity, organic growth, mobility, and some other features that impose the need of 
more comprehensive software engineering methods and new innovative modeling 
languages [3]. 

Ami focuses on making our environment sensitive to our needs and respon­
sive smartly to people and environment context changes [4]. Objects around us 
in oflftce, home, club, and other daily life locations, are expected to play their 
roles autonomously on behalf of us humans. Ami implies the ability of environ­
ment to learn and adapt by time to people characters and profiles, so ambient 
intelligence is always growing in organic style together with humans. This am­
bient is intertwined with invisible computing, it aims to give people what they 
need transparently without they explicitly ask or even know. Ami will relieve 
humans of being busy of at least the most repetitive actions they might take 
during their daily life. 

It is well known that agent paradigm is a promising paradigm for imple­
menting complex open systems like e-commerce, air-traffic, enterprise resource 
planning, and so on [5]. The characteristics of these domains fit well to what 
agent and multi agent systems can do. Software Agent is a software element 
that realizes the concept of agency, and acts on behalf of people or other agents. 
Agent paradigm was firstly dealt with inside AI community. Recently, and after 
the long hard experience of artificial intelligence, researchers could find other 
areas to exploit fruitfully agent paradigm. Agent paradigm has received a spe­
cial interest in software engineering community as a paradigm shift from the 
object oriented one [6] [7]. The shift is based on seeing the world as a society of 
distributed intelligence units, called agents, that have characters and can decide. 
This way of viewing the world differentiates itself from the object oriented one 
that conceptually view the world as a collection of objects. Objects provide en­
capsulation of data together with the procedures related, they are used by main 
well defined central control, and do not have their own autonomy. 

One of the challenges that face building an Ami is the lack of models and 
software engineering practice that help analysing system requirements, designing 
the system to be built, verifying and testing the implemented one. Until now the 
research is in its first stages, and the need for suitable development methodolo­
gies has been already recognized. For engineering Ami, we might need different 
software engineering methods from those that are suitable for developing re­
quest/response systems, where system behavior is well known and determined 
strictly, and where human-computer interaction is desktop driven one. Ami shifts 
this way of interaction into contextual, direct, and invisible human environment 
interaction, hiding the computers in the background of this environment. The 
disappearance of computers and coupling environment appliances with comput­
ing devices will arise like any new technology a variety of challenges. The system 
domain is no longer some sort of business or organization has a clear business 
process and tasks. Users are no longer those clerks or students in a library sys­
tem; instead users are now those normal people in houses, oflftces, campus and 
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other daily life environment. The request/response scenario is replaced here by 
continuous sensitive, reactive, intelligence surrounding computing. 

We believe that agent paradigm is not only useful for implementing Ami sys­
tems, but rather we see it appropriate in all phases of the software development 
life cycle. As in object-oriented and component-oriented worlds. Ami ecosystems 
are composed of independent pieces of software with well defined interfaces, but 
the main difference is that in Ami each of these pieces has a different owner 
and has its own goals. This is another fundamental aspect that reinforces the 
appropriateness of agent oriented approaches for Ami. We are aware that cur­
rent agent oriented software engineering methodologies, which are still inside the 
academic areas, have to be checked again for engineering Ami. If we succeed to 
analyze and design such systems by the use of agent driven software engineering, 
we might come up with final agent based system that is robust, scalable, and 
intelligent enough to satisfy Ami needs. 

The remainder of this paper is structured as follows; next section shows Ami 
as multidisciplinary complex system. Section 3 outlines the agent paradigm. 
Section 4 introduces the agent oriented software engineering research. Section 5 
discusses the possibility of exploiting agent paradigm for engineering Ami, for 
this purpose in subsection 5.1 we address the the potential agent paradigm has 
with regards to Ami systems engineering, and in the last but not least subsection 
we focus on how agent paradigm can be exploited to face security challenges in 
Ami ecosystems. In Section 5 we conclude. 

2 The Multidisciplinary Ami 

Approaching an ambient that is perceptive, intelligent, and active will involve 
multiple disciplines to contribute creating the final scene. Several researches 
are being done in Ami area, with some differences in emphasis and direction. 
Multiple terminologies are being used as this research is in its first steps. In the 
rest of this section, we will investigate the vision of Ami, and try to capture a 
variety of disciplines that need to meet in order to achieve this vision. 

Philips vision of Ami [8] is based on shifting computers into the background, 
and supporting the ubiquitous computing with more awareness capabilities. The 
vision is based on three elements, 1) the ubiquity, which refers to those com­
puting devices intertwined with human environment anywhere, and functioning 
anytime, 2) the transparency of such computing systems, so they are hidden in 
the background, 3) and the intelligence; they should act instead of being only 
responsive to human commands. Such system relieves people of thinking about 
many repetitive needs and takes the initiative of doing what should be done in 
the correct moment and approach. 

MIT vision of Ami [9] similarly views it as an unobtrusive integration of 
computing with our daily life. Such computing provides humans with relevant 
information and performs necessary tasks when needed on their behalf. Such 
ambient will be continuously careful, doing the suitable tasks in a transparent, 
invisible and intelligent way. Traditionally, computers work as an apparent mes-
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senger or mediator between humans and environment. In Ami, this relation is 
replaced by direct non-disruptive relation between humans and the environment 
they are located within. In short. Ami computing is no longer visible. 

The vision of invisible disappearing computers was addressed by Weiser [10]. 
The vision expected ubiquitous existence of computing and communication ca­
pabilities anytime and anywhere. Ami focuses on assisting the intelligence and 
awareness of this ubiquity of interconnected computing devices, so computing 
starts to take the initiative on behalf of human. Ami is meant to orchestrate 
the variety of environment objects in a way they might interoperate to do more 
complex tasks as well. Ubiquity of computing is the basis an Ami is built on. 
However, the terms ubiquitous computing, pervasive computing, ambient com­
puting, ambient intelligence are now used interchangeably with some differences 
in the context and emphasis. 

Ami is now about integrating computing devices with the environment we all 
live in; it is then sitting on the opposite side of virtual reality which brings world 
inside computers [10]. This makes computers invisible and relieves people mind 
of even knowing about their existence. To arrive this point, computers has to 
adapt to user needs and character by contrast of the traditional scene in which 
user is supposed to adapt to computer systems. This is now of great importance 
because people spend increasingly more time to interact with computing systems. 
To people, it is becoming a source of stress being obligated to remember when 
and what and how to do tasks. With Ami, artefacts encapsulate implicitly the 
role of computer mediation. Artefacts will look as they have their own character, 
autonomy, and intelligence, they are more agents than normal objects. 

Consequently, Ami is by nature a multidisciplinary paradigm [11]. Distributed 
intelligence is needed to cover this intelligent ambient, it is now composed of dis­
tributed intelligence units that we might call Agents. New hardware design is 
needed for embedding computing devices invisibly inside the surrounding phys­
ical environment. Ami system is situated within a highly dynamic environment 
that is open for changes, these changes need to be sensed and interpreted in a 
way that is timely fashion and relevant to what might serve user needs. The 
input now is coming implicitly, and continuously from a variety of sensors, cam­
eras, and other kind of peripherals. Such environmental information need to be 
modeled and reasoned about in order to take the correct contextual decision. 

Computer disappearance was considered by Weiser as one of the most pro­
found technology features [10]. Apart from the physical disappearance of com­
puting devices, there is that mental disappearance toward peace of mind in 
human life. To achieve such peace of mind, the interaction between human and 
computer is updated to direct interaction between human and environment [1]. 
New novel ideas of interaction design have to be invented to move from the ex­
plicit interaction to an implicit one [12]. The implicit interaction includes the 
notion of implicit input known more commonly as Context [13]. 

Context awareness [14] [15] is an essential feature an Ami system has to tackle 
in order to act in adaptive and intelligent way. This context, that might be 
spatio-temporal, environmental, personal, social, and so on, needs to be modeled. 
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captured, analysed and reasoned about [2]. Reasoning about context needs a 
model and formalization acts as a knowledge base, and enables inferring more 
high level knowledge. For example blood pressure and body temperature besides 
user current activity and location might reveal user current mood, this mood 
can be provided implicitly as an input, so Ami might take some actions as a 
response. 

Ami is expected also to have the ability of learning and keeping track of 
human historical behavior. Ami embodies a high degree of personalization to 
human profiles and life styles. Software personalization is a standalone research 
now, but we might hardly consider Ami as a useful system if it behaves in the 
same way with different kind of people and characters. The social mobility of 
humans is another important issue an Ami application needs to consider. People 
normally play more than one social role; they should be accordingly supplied by 
tailored services and information considering their social context [16]. 

Ami arises many social issues that need to be studied and analysed before 
Ami can get acceptance in practice. The ubiquity of computing might relieve 
people mind in one hand and might have negative impacts as well. People will 
feel that they lost control, and might not trust technology. People have already 
lost some privacy providing that cellular phones enable other party of at least 
knowing their location, and the same for using credit cards. Instead of com­
manding computing, computing in Ami is supposed to control several aspects 
of people everyday life. An essential principle in this regard is that human do 
not feel that they lost control, and to enable them configuring their needs in a 
simple way, may be through some privacy patterns. However, we see many inter­
esting practical domains that can benefit from Ami scenarios, such as the health 
care domain, in particular those specialized of caring old people, and supporting 
persons with dementia problems, where Ami might play the role of caregiver. 

3 Agent Paradigm 

Agent-based computing is currently becoming an important research area. This 
increased interest is motivated by the need for software can act on behalf of its 
user, software that is able to realize the concept of agency. Giving a definition for 
agent is not straightforward; there is no consensus about the main characteristics 
an agent should have to deserve this name. A well accepted definition of software 
agent is found in [6]: 

"An agent is an encapsulated computer system that is situated in some 
environment and that is capable of flexible, autonomous action in that 

environment in order to meet its design objectives." 

An agent is supposed to have its own control over its state and behavior, to 
percept the environment around and to affect it in turn. Being in an environ­
ment and sensing it implies the necessity that agent can react to environmental 
context changes. Moreover, agent is supposed to activate goals without external 
prompt and to tailor suitable plans to achieve them. The key characteristics an 
agent must have that are highly agreed upon include: autonomy, proactiveity, 
reactivity, situatedness, directedness, and social ability. 



Agent Oriented Ami Engineering 171 

Being autonomous, an agent behaves independently according to the state it 
encapsulates. For example, an agent, by contrast to an object, can decide the way 
of how to respond to the incoming messages from other agents. Agents interact 
with each other without losing control if they do not allow that. Proactivity 
means that agent is able to take the initiative without external order. Agents 
have goals and act in order to achieve them. This is more complicated than 
reacting in timely fashion to direct environment stimulus. Situatedness means 
the ability of agent to settle in an environment that might contain other agents, 
to perceive it, and to respond to changes that happen in it. An agent might make 
changes and effect this environment in turn. Directedness means that agent has a 
goal, this goal represents the reason of the actions an agent has to take. An agent 
does not exist in vacuum; instead it lives in a society of other collaborative or 
possibly competitive groups of agents. Agents have the social ability to interact 
with other agents. This interaction might be motivated by collaborative problem 
solving. 

A long discussion can be found in the literature about what formulates an 
agent and what differentiates it from object. We are here not concerned about 
such discussion, rather we believe that using agent as a kind of abstraction 
might enable us of viewing the world as an organization of autonomous entities, 
directed by goals, able to sense the environment changes and can learn by time. 
The use of agent paradigm as kind of abstraction might better help of analyzing 
and designing complex open systems, and presents more natural way to start 
with, and hopefully this will lead to more robust and flexible software systems 
in correspondence. 

An agent is supposed to live in a society of agents; multi-agent system (MAS) 
is known as a system composed of several agents collectively capable of reaching 
goals that are difficult to achieve by an individual agent or monolithic system. 
The relation can be alternatively competitive one, like for example multiple 
agents responsible for advertising products in an open market on behalf of dif­
ferent producers, or a society of agents in an e-auction. Again, defining MAS 
is not that straightforward. MAS might help us decomposing the problem into 
components that are able to interact and deal with unpredictable situations that 
can happen in complex systems like Ami. 

A MAS represents a natural way of decentralization, where there are au­
tonomous agents working as peers, or in teams, with their own behavior and 
control. Each of these agents looks to the world from its own perspectives and has 
its own goals and intentions. Such MAS is expected to work well with open com­
plex systems, and to scale well by time. It is one promising computing paradigm 
for implementing many application domains such as e-commerce, enterprise re­
source planning, and traffic control, and so on [5]. We consider Ami as a system 
that fits by its nature to agent and multi-agent system paradigm as we are going 
to discuss later. 
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4 Agent Oriented Software Engineering (AOSE) 

Software engineering is different from other engineering disciplines in its depend­
ability on engineer skills of analysing the problem, designing a suitable solution, 
and coming up with the final system [17]. Although software engineering is qual­
itative in nature, a serious research is being done to find more and more scientific 
methods, models, and criteria that assist developing the intended software. Prob­
lems are everywhere in software development process, engineering a software is 
an engineering for abstraction. For example, understanding precisely what a soft­
ware is supposed to do and transforming this knowledge into abstract models 
readable by both of engineers and stakeholders is far of being easy as it seems. 

Many large industrial projects failed because the final software was not the 
one needed or expected. The models used to describe software requirements 
and design need to be compact and expressive enough to replace usefully the 
natural language. The models need therefore to be precise enough to not lose 
the real concepts they are supposed to represent. The models might be formal 
or transformable into formal ones, so reasoning can be done over them with 
the purpose of discovering any anomalies, incompleteness, or inconsistencies. 
Software engineering methodology is concerned not only about inventing and 
using modeling languages that can express what the system has to fulfil, and the 
software design, but rather it has to provide a process model for creating such 
models in turn. 

Software agent that persistently observes the environment, interprets it, acts, 
and might communicate with other agents is a promising computing paradigm 
for implementing open complex systems. AOSE methodologies tend to analyse 
and design such kinds of complex systems in order to arrive finally to an agent-
based implementation. There are several research groups working in developing 
their own AOSE methodologies [7]. The orientation towards agent does not mean 
that these methodologies use agency concepts and agent mentalistic notions 
along with all phases of developing software, rather the goal is to analyze and 
design in a way that leads to multi agent system. Only Tropos [18], as an AOSE 
methodology, uses the notions of agent and the related mentalistic notions from 
the early analysis down to the actual implementation. 

As the use of computing is becoming an essential part of individuals' daily 
life together with business and organizations, and as we increasingly need to 
combine between different computing ends and parties, the need for software that 
is dynamic, fiexible, adaptable, situated is more critical. The need for software 
evolution is becoming faster than software development process itself. Solving 
these challenges is based to a large extent on the way such software has to 
be engineered. Agent oriented software engineering is trying to arrive methods 
that enable developing a software can resist against evolving requirements, a 
software that is flexible enough to adapt and change fluently according to the 
new environments and requirements. 

Fortunately, agent oriented software engineering, by contrast to object ori­
ented software engineering and structured analysis and design, is not restricted 
or deeply influenced by some existing programming paradigm [19] [20]. Agent 
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oriented software engineering research is now taking the initiative towards pro­
gramming languages and infrastructures that serve the concepts suitable for 
software development instead of using those of existing programming languages 
in reverse unnatural way. Being limited to programming languages has enforced 
those previous software engineering practices to focus on the solution domain, 
since the concepts used are not those describing naturally requirements and 
problem domain. Agent oriented software engineering is growing together with 
agent oriented programming and agent infrastructure, this might fill the gap 
between problem and solution domains. Hopefully such consistency will make 
software development process faster, and lead to software can be easily evolved 
and maintained, and can adapt to different environments and requirements. 

5 Exploiting agent paradigm for engineering Ami 

Agent paradigm fits well for implementing Ami scenarios due to the coinci­
dence between agent characteristics and Ami needs. Agent paradigm as a kind 
of abstraction is also capable of giving a good contribution with regards to Ami 
systems development, including analysis and design phases, besides the security 
issues. Securing an Ami ecosystem means fullfilling the security requirements of 
the owners of the different elements such as hardware, software and information 
involved in these ecosystems. One of the most important points is the lack of a 
model that can appropiately describe this type of sets of interrelated Security 
and Dependability goals, except agent-oriented approaches to system engineer­
ing. This fact together with the capability of these approaches to be extended 
and to be used at runtime with the help of automated tools, enhances one of 
the main appeals of agent technology for Ami ecosystems. On this way Software 
Agents can also be the basis for new security solutions, e.g. content protection 
[38] or multicast streaming video distribution [39]. In this section we will state 
our initial view of the agent oriented Ami engineering and securing. 

5.1 Agent-oriented Ami development 

As we explained previously. Ami shows a degree of complexity and multiple 
inter-related disciplines that require using special engineering paradigm. This 
need is coming from the new nature of such systems, where behavior is not 
known in details, or adequately controllable. Ami is distinguished by its dynam-
icity, openness, and complex inter-relations amongst environment components. 
Compared with object oriented software engineering practice, agent paradigm 
offers a higher level of abstraction suitable for engineering complex systems [21]. 
Agent paradigm enables engineering software at the knowledge level; at this level 
we talk of mental states, of beliefs instead of machine states, of plans and actions 
instead of programs, of communication, negotiation and social ability instead of 
direct interaction and I/O functionalities, of goals, desires, and so on [22]. 

Tackling the complexity of developing complex software can be done through 
some techniques such as 1) Decomposing the problem into smaller sub-problems 
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that can be managed more easily. 2) Using abstract models to represent system 
focusing on some concepts and relations, and omitting others unrelated. Such 
models should be compact and expressive in order to usefully summarize and 
even formalize what can be alternatively expressed by the natural languages. 3) 
Defining and managing the inter-relationships between problem solving compo­
nents as they were an organization of some hierarchy [23]. 

As shown in [5], agent paradigm is not only useful as software construct 
but rather it can be used as a new way for analyzing and designing complex 
systems. Using the decomposition, abstraction and organization techniques to 
tackle the complexity of such systems can be done following agent paradigm from 
the early phases. Decomposing complex systems into related subsystems, each 
with its own thread of control, and own objectives to be achieved autonomously 
can be seen as a society of interacting agents. Agent paradigm provides a sort of 
abstraction to model problem domain in terms that are too consistent with solu­
tion domain. Subsystems are viewed as autonomous agents, agent social ability 
implies the interrelation at high level amongst those autonomous subsystems. 
This interaction might model cooperation, coordination, or negotiation amongst 
agents. The evolution of inter-relations between components of complex systems 
and the different aggregation these components can be classified at different lev­
els of abstraction match closely to agent and multi-agent system paradigm. As 
for the dynamic organization structure, agent paradigm has the expressivity to 
represent these concepts due to its explicit structure and fiexible mechanisms. 
A methodology called Gaia [24] was developed to refiect such ideas providing a 
methodological way for engineering some kinds of complex systems. 

Another attempt for using agent paradigm as conceptualization construct 
is based on BDI agent architecture, the world is viewed as a society of actors 
each has its own autonomy, and might depend on each others for task to be 
performed, goal to be achieved or resource to be provided [21]. Agent beliefs are 
the world model at the conceptual level, agent desires are translated into goals 
to be achieved, while the intention an agent might commit is considered as a 
plan. The multiple plans an agent might follow to achieve the same goal give 
some degree of fiexibility for dealing with different contexts. Goals are analyzed 
through means-end analysis to conclude the actual actions by which goals are 
achieved. These actions are the actual requirements of the intended final software 
[25]. Tropos is another methodology was developed on the basis of these ideas, it 
uses agent mentalistic notion along all the phases of software development [18]. 

For engineering Ami, like for example smart campus, we need to decompose 
it into autonomous subsystems, and to abstract using knowledge level concep­
tualization rather than the fine grained one used by 0 0 which is useful for 
predicted behavior and relatively static systems. With Ami we are not talk­
ing about an organization with one well defined behavior, business process, and 
straight control. Here the ambient is always changing and in an unpredictable 
way sometimes, so we need high degree of adaptability to cope with Ami going 
to serve everyday life scenarios with a lot of alternatives. Considering Ami as 
complex open system, we believe that agent paradigm and agent mentalisitc no-
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tions can contribute well for analyzing, and designing Ami scenarios rather than 
only implementing them. 

5.2 Securing Ami ecosystems 

We have shown that Agent-systems can bring important benefits especially in 
application scenarios where highly distributed, autonomous, intelligente, self or­
ganizing and robust systems are required. Furthermore, the high levels of au­
tonomy and self-organization of agent systems provide excellent support for the 
development of systems in which dependability is essential. Both Ubiquitous 
Computing and Ambient Intelligence scenarios belong to this category. How­
ever, despite the attention given to this field by research community the agent 
technology has failed to gain a wide acceptance and has been applied only in a 
few specific real world scenarios. Security issues play an important role in the 
development of multi-agent systems and are considered to be one of the main 
issues to solve before agent technology is ready to be widely used outside the 
research community. However, we will show in this section that solutions are 
available for most of these problems. Furthermore, very promising technologies 
are currently under development (in some cases in a quite advanced phase) for 
the remaining problems. Consequently, our view is that the main reason why 
agent-oriented approaches have not gained wider acceptance is the lack of ap­
propriate application scenarios. Precisely, Ami ecosystems are perfect scenarios 
for the application of agent approaches. With regards to security, agents present 
the most appropriate solution because they facilitate concealing disparate secu­
rity requirements from different points in order to achieve each parts' goals in a 
collaborative setting. Of course, as mentioned above, we need to solve the most 
important security issues for general multi-agent systems. 

Some of the general software protection mechanisms can be applied to the 
protection of agents. However, the specific characteristics of agents mandate the 
use of tailored solutions. First, agents are most frequently executed in potentially 
malicious pieces of software. Therefore, we can not simplify the problem as is 
done in other scenarios by assuming that some elements of the system can be 
trusted. Then, the security of an agent system can be defined in terms of many 
different properties such as confidentiality, non repudiation, etc. but it always 
depends on ensuring the correct execution of the agent on agent servers (a.k.a. 
agencies) within the context of the global environments provided by the servers 
[26]. 

Some protection mechanisms are oriented to the protection of the host sys­
tem against malicious agents. More relevant approach is Sandboxing, a sandbox 
is a container that limits, or reduces, the level of access its agents have and 
provide mechanisms to control the interaction among them. Another technique, 
called proof-carrying code, [27]. For this purpose, every code fragment includes 
a detailed proof that can be used to determine wether the security policy of the 
host is satisfied by the agent. Therefore, hosts just need to verify that the proof 
is correct (i.e. it corresponds to the code) and that it is compatible with the 
local security policy. 
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Other mechanisms are oriented towards protecting agents against malicious 
agencies. Sanctuaries [29] are execution environments where a mobile agent can 
be securely executed. Most of these proposals are built with the assumption that 
the platform where the sanctuary is implemented is secure. Unfortunately, for 
agent-based systems this assumption is not applicable. 

Several techniques can be applied to an agent in order to verify self-integrity 
in order to avoid that the code or the data of the agent is inadvertently ma­
nipulated. Anti-tamper techniques, such as encryption, checksumming, anti-
debugging, anti-emulation and some others [30] [31] share the same goal, but 
they are also oriented towards the prevention of the analysis of the function that 
the agent implements. 

Additionally, some protection schemes are based on self-modifying code and 
code obfuscation [32]. In agent systems, these techniques exploit the reduced 
execution time of the agent in each platform. Software watermarking techniques 
[33] are also interesting. In this case the purpose of protection is not to avoid the 
analysis or modification but to enable the detection of such modification. The 
relation between all these techniques is strong. In fact, it has been demonstrated 
that neither perfect obfuscation nor perfect watermark exists [34]. 

In summary, all these techniques provide short-term protection; therefore, in 
general they are not applicable for our purposes. However, in some scenarios, 
they can represent a suitable solution, especially, when combined with other 
approaches. Theoretic approaches to the problem have demonstrated that self-
protection of the software is unfeasible [35]. 

In some scenarios, the protection required is limited to some parts of the 
software (code or data). In this way, the function performed by the software, or 
the data processed, must be hidden from the host where the software is running. 
Some of these techniques require an external oflfline processing step in order 
to obtain the desired results. Among these schemes, function hiding techniques 
allow the evaluation of encrypted functions [36]. This technique protects the 
data processed and the function performed. For this reason it is an appropriate 
technique for protecting agents. However, it can only be applied to the protection 
of polynomial functions. 

The case of online collaboration schemes is also interesting. In these schemes, 
part of the functionality of the software is executed in one or more external 
computers. The security of this approach depends on the impossibility for each 
part to identify the function performed by the others. This approach is very 
appropriate for distributed computing architectures such as agent-based systems 
or grid computing, but has the important disadvantage of the impossibility of 
its application to off-line environments 

Finally there are techniques that create a two-way protection. Some of these 
are hardware-based, such as the Trusted Computing Platform. With the recent 
appearance of ubiquitous computing, the need for a secure platform has become 
more evident. Therefore, this approach adds a trusted component to the com­
puting platform, usually built-in hardware used to create a foundation of trust 
for software processes [37]. Other techniques are software-based, for instance 
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Protected Computing [39] approach. Protected Computing approach is based on 
the partitioning of the software elements into two or more dependent parts , then 
a part of this code will be remotely executed in a different agent. 

6 Conclusions 

Ami implies a shift from appliances tha t provide some functionality and can be 
utilized by external entity, towards appliances tha t have their own autonomy 
and know how to behave on behalf of humans without explicit request. 

Abstractly speaking, this shift can be seen similar to the shift from object 
oriented towards agent oriented software paradigm. When we described Ami as 
a multidisciplinary paradigm, we discovered the similarity between Ami needs 
and Agent paradigm primitives. In Ami, each ambient appliance will behave 
like an agent tha t has character and can decide. Each appliance needs to be 
autonomous, reacting to environment changes, and taking the initiative towards 
fulfilling human needs in the correct moment and way. Appliances also need 
to settle down within an open environment of other appliances and need to 
communicate with them, so it needs some kind social ability. 

Moreover, we consider Ami, tha t is intended to serve unpredictable everyday 
life scenarios and includes a spread of interacting appliances, as an open complex 
system tha t needs to be engineered using more advanced techniques than those 
tailored for well defined systems. We believe tha t agent paradigm is promising 
for developing Ami systems during all the development life cycle phases and not 
only for implementing them. Agent oriented software engineering methodologies 
have a good potential with respect to Ami; so the next step could be adapting 
some existing methodologies, or creating a new one, in order to engineer Ami 
at all phases of development life cycle from requirement gathering until the final 
implementation. 
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EuroTRUSTAmI workshop : European 
R&D towards trusted Ambient 

Intelligence 



Introduction 

The EuroTRUSTAmI workshop was organised by the Serenity, a European 
integrated project dedicated to "system engineering for Security and dependabil­
ity" with the help of an Advisory Committee^, and with the active participation 
and involvement of 27 other 1ST European research projects and platforms^ 
funded by the European Union in the context of the Sixth Framework Pro­
gramme. 

EuroTRUSTAmI aimed at providing a comprehensive vision of the Euro­
pean Research focused on the Projects tha t deal with advancing the Ami vision 
and providing secure and dependable computing environments in a context of 
open, heterogeneous and dynamic networks. Several research projects funded 
by the European Commission have already started to work towards the realiza­
tion of secure ambient intelligence ecosystems from different perspectives and 
focusing on different technical aspects of the aforementioned problems. The Eu­
roTRUSTAmI workshops provided a comprehensive and rigorous insight into 
these problems at 2 levels: 

1. C o o p e r a t i v e i ssues by fostering synergies, identifying connections and col­
laboration avenues, between the European projects invited and other exter­
nal interested parties. This cooperative workshop was structured in 3 parallel 
streams covering different types of issues: 
(a) Designing, modelling and engineering for Ami and SOAs, 
(b) Infrastructural and support aspects of Ami and SOAs, 
(c) Foundational and theoretical aspects of Ami and SOA. 

^ EuroTRUSTAmI Advisory Committee 

- Richard Bricaire, STM, in charge of dissemination activities on the Serenity 
project, 

- Jean-Louis Carbonero, ST Microlectronics, MINAmI project coordinator, 
- Dr Jean-Claude Laprie, LAAS-CNRS, ReSIST project coordinator, 
- Professor Antonio Mafia, U of Malaga and Aml.d Programme Committee co-Chair, 
- Professor Yoram Ofek, U of Trento, RE-TRUST project Coordinator, 
- Domenico Presenza, Engineering Informatica, Serenity project Coordinator, 
- Aljosa Pasic, Atos Research &; Innovation, in charge of the Security WG, NESSI 

ETP, 
- Dr Carsten Rudolph, Praunhofer Institute, Aml.d Programme Committee co-

Chair, 
- Pedro Soria-Rodriguez, Atos Research & Innovation, ESFORS project coordinator. 

^ The 28 European projects and platforms participating in EuroTRUSTAmI: 
AmIGO, ASK-IT, Biosecure, Discreet, EmBounded, EPoSS, ESFORS, Gredia, 
GridEcon, GridTrust, Haggle, HYDRA, MINAmI, MONAmI, NESSI, One, Prime, 
R4egov, ReSIST, re-TRUST, S3MS, SENSE, Sensoria, Serenity, SMEPP, SWEB, 
UbiSec&Sens and WASP. 
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2. Dissemination objectives towards the academic research and professional 
communities interested in Ami developments. At Fall 2007 many of the in­
vited projects were in the middle of their planned execution, and therefore 
the presentation and comparison of their objectives, approaches, progress 
and results is particularly rich and stimulating. 

This report covering the Dissemination workshop only, presents the objectives, 
structure , state of progress and results of most of the participating projects at 
Fall 2007. 
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The Networked European Software and Services Initiative 

Speaker: Aljosa Pasic, Atos Research & Innovation. 

Summary 

NESSI is the European Technology Platform on Software and Services - the 
Networked European Software and Services Initiative. 

Launched in September 2005 by 13 partners and enlarged in June 2006 to 
22 partners and over 200 members, NESSI aims to address the major changes 
that are driving the IT services marketplace. Indeed, today this marketplace is 
changing dramatically, due to a series of factors: 

— Businesses and the Public Sector, which require flexibility to keep up with 
the ever increasing pace of change caused by globalisation and technological 
innovation. 

— A continuing shift toward increasingly made-to-order solutions, which changes 
the balance of demand from products to services and from monolithic do­
it-all applications to ad hoc service components and customised software 
solutions. 

— The clear emergence of Open Source Software, which nourishes the dynamics 
of the ICT marketplace and creates an 'eco-system' that fosters opportuni­
ties by: increasing options and competition, aligning to open standards ob­
jectives, positioning software as a public good, improving technological self-
reliance, increasing transparency, minimising security risk while optimising 
costs. 

— The broader uptake by end-users, which is gaining momentum, leads to new 
needs such as ubiquitous access, ease of use, personalisation and trusted 
transactional capabilities on all types of platforms, from embedded systems 
to distributed environments. 

NESSI aims to provide a unifled view for European research in Services Ar­
chitectures and Software Infrastructures that will define technologies, strategies 
and deployment policies fostering new, open, industrial solutions and societal 
applications that enhance the safety, security and well-being of citizens. 

You can obtain more information visiting: http://www.nessi-europe.com/ 

http://www.nessi-europe.com/
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Project Serenity 

Speaker: Domenico Presenza, Engineering Informatica. 

Summary 

The primary goal of SERENITY IP proposal is to enhance security and de­
pendability for Ami ecosystems by capturing security expertise and making it 
available for automated processing. 

SERENITY will provide a framework supporting the automated integration, 
configuration, monitoring and adaptation of security and dependability mech­
anisms for such ecosystems. Technically, SERENITY will be based on (i) the 
enhanced notions of S&D Patterns and Integration Schemes, and (ii) the sup­
port for run-time pro-active and reactive monitoring of requirements. SEREN­
ITY focuses on five key areas to provide security and dependability mechanisms: 
(i) Organization & Business, (ii) Workfiow & Services, and (iii) Network & De­
vices levels, (iv) provision of integrated solutions for these mechanisms and (v) 
support for run-time monitoring. 

The results coming from these areas will be integrated to produce the SEREN­
ITY framework. 

The results will be driven by the scenarios and the industrial requirements 
that will influence the research results to make them ready to be exploitable. 
The SERENITY framework will be made available as open source while other 
project results will form the basis of contributions to relevant standardisation 
bodies. Exploitation of results will be achieved through different routes but with 
the common theme of partners incorporating these results in current or planned 
products. 

SERENITY brings together software companies, application solution devel­
opers and research institutions and will be driven by the need for security and de­
pendability solutions in e-business, e-government and communication domains. 
SERENITY is integrated in the following ways: 

— technically, through complementary focus areas addressed by strong research 
teams, 

— industrially, through multi-sectors application partners who share a common 
vision for the 

— potential of security issues, 
— managerially, through a strong management structure based on entrepreneurial 

practices, 
— internationally, with partners from 9 different countries, 
— personally, through strong existing working relationships between partners. 

Technologies 

The main technologies involved in this approach are the following: 

— Analysis of S&D solutions at different levels 
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— Modelling S&D, not only solutions but also, requirements, properties, con­
text ... 

— Development time support: solution discovery, selection,adaptation and in­
tegration 

— Runtime support: solution selection and dynamic management 
— Runtime monitoring: in open , distributed and uncontrolled scenarios 

Expected results 

To develop mechanisms and tools for the semi-automated provision of security 
and dependability in Ami ecosystems 

— by capturing the security and dependability expertise in the enhanced con­
cept of Security and Dependability Patterns and Integration Schemes, 

— with an approach cutting through and integrating from Business Organisa­
tion to Network levels. 

Useful data 

Project name 
Acronym 
Funded by 
Contract 
Type of project 
Budget 
Contacts 

Projects 
websites 
Duration 
Partners 

System Engineering for Security and Dependability 
SERENITY 
European Commission (VI FP) 
IST-027587 
Integrated Project 
Total cost: 13,1 Million euros / Funding: 7,8 Million euros 
Coordinator: Domenico Presenza 
(domenico.presenza@eng.it) 
Dissemination: Richard Bricaire 
(rbricaire@strategiest m. com) 
Scientific: Antonio Mafia 
(amg@lcc.uma.es) 
www. serenity-pro j ect. org 
www. serenity-forum. org 
January, 2006 - December, 2009 
Engineering Ingegneria Informatica S.p.A (Italy), Athens 
Technology Center (Grece), ATOS (Spain), City University 
of London (United Kingdom), Deep Blue (Italy), Fraun-
hofer Gesellschaft zur Frderung der angewandten Forschung 
e.V (Germany), Katholieke Universiteit Leuven (Belgium), 
NOKIA (Finland), Telefonica I+D (Spain), SAP AG (Ger­
many), Security Technology Competence Centre (Slovenia), 
Stratgies Telecoms & Multimedia (France), Thales (France), 
Universit di Trento (Italy), University of Aegean (Grece) y 
University of Malaga (Spain). 

mailto:domenico.presenza@eng.it
mailto:amg@lcc.uma.es
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Project SMEPP 

Speaker: Jose Luis Serrano Martin, Tecnatom. 

Summary 

The main objective of this project is to develop a new middleware, based on a 
new network centric abstract model, specially designed for the above described 
scenario, and trying to overcome the main problems of the currently existing do­
main specific middleware proposals. The middleware will be secure, generic and 
highly customizable, allowing for its adaptation to different devices (from PDAs 
and new generation mobile phones to embedded sensor actuator systems) and 
domains (from critical systems to consumer entertainment or communication). 
Its suitability will be demonstrated by the development of two different inno­
vative real-life applications in the domains of Home Systems, Mobile Telephony 
and Environmental Monitoring in Industrial Plants. 

Technologies 

The main technologies involved in this approach are the following: 

— Abstract Models for Interaction and Service Orientation. 
— Middleware Architecture and Infrastructure. 
— Security. 
— Peer-to-peer. 
— Wireless Sensor Networks. 

Expected results 

The result of this project will be a new middleware, based on a new network 
centric abstract model, specially designed for the above described scenario, and 
trying to overcome the main problems of the currently existing domain spe­
cific middleware proposals. The middleware will be secure, generic and highly 
customizable, allowing for its adaptation to different devices (from PDAs and 
new generation mobile phones to embedded sensor actuator systems) and do­
mains (from critical systems to consumer entertainment or communication). Its 
suitability will be demonstrated by the development of two different innovative 
real-life applications in the domains of Mobile Telephony and Environmental 
Monitoring in Industrial Plants. 
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Project name 

Acronym 
Funded by 
Contract 
Type of project 
Budget 
Contacts 

Projects 
websites 
Durantion 
Partners 

Secure Middleware for Embedded Peer-to-Peer Sys­
tems 
SMEPP 
European Commission (VI FP) 
IST-5-033563 
STREP 
Total cost: 4,4 Million euros / Funding: 2,9 Million euros 
Coordinator: Manuel Diaz 
(mdr@lcc.uma.es) 
Dissemination: Manuel Diaz 
(mdr@lcc.uma.es) 
Scientific: Manuel Diaz 
(mdr@lcc.uma.es) 
www.smepp.org 

September 2006 - September 2009 
University of Malaga (Spain), Tecnatom, S.A. (Spain), Uni­
versity of Pisa (Italy), Technical University of Graz (Austria), 
Siemens (Germany), Telefnica I+D (Spain), Institute for Info-
comm Research (Singapur) 

mailto:mdr@lcc.uma.es
mailto:mdr@lcc.uma.es
mailto:mdr@lcc.uma.es
http://www.smepp.org
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Project Discreet 

Speaker: Giuseppe Bianchi, Universita degli Studi di Tor Vergata. 

Summary 

Pervasive technology poses a serious risk on the user privacy rights. The collec­
tion of personal and contextual data, in particular when integrated over various 
information sources, and their disclosure to various infrastructure operators and 
service providers (not to mention malicious intruders), may turn out as a seri­
ous obstacle for the practical deployment of pervasive services. In this context, 
the IST-Discreet project is motivated by the following fundamental questions: Is 
pervasive technology forcing users to waive their privacy rights? And how much 
of our privacy can be traded for security and/or new service opportunities? 

The Discreet project aims at contributing to break what we argue to be a 
false dichotomy, in which systems designers force their users to sacrifice some 
part of a fundamental right - their privacy - in order to gain some utility - the 
use of the application. Our belief is that ICT technology can play a crucial role 
in pushing forward the growth and spreading of new pervasive technologies, if it 
technically addresses privacy issues. A fundamental, and quite challenging, re­
search task consists in designing tools and solutions that, in the same time, either 
provide advanced service opportunities and benefits to the end users, meanwhile 
not introducing threats on the users' fundamental privacy rights. This can be 
accomplished by designing technical solutions capable of minimize and control 
the amount, the type, and the way personalized information is made available 
to the equipments and/or entities involved in the service provision. Moreover, 
Discreet aims at further taking into account the many legal and regulatory issues 
emerging when dealing with the fundamental right of the users to their privacy, 
as well as the applicability of such technologies. 

To face these challenges. Discreet challenges the multiplicity of privacy en­
hancement technologies and solutions deemed necessary, according to a "layered" 
view. 

— At the bottom layer, environment enhancements are deemed necessary to 
protect the user personal data as soon as they are gathered. In fact, any 
well-designed intermediary brokerage system, despite its complexity and 
completeness, cannot solve the issue of protecting the data when they are 
acquired from the environment (e.g. active data acquired from RFID tags, 
indeed an important research area in the project, of passive data gathered 
from video-surveillance cameras) and when they are delivered through an 
access network or through a network of sensors. 

- Protection of the delivered information against external threats and attackers 
is dealt with at another layer referred to as "layer 1". This includes enhance­
ments of traditional widely employed communication security protocols to 
protect against communication address disclosure and, even more critical, 
against powerful statistical traffic analysis attacks which cannot be circum­
vented by "just" encryption. 
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— "Layer 2" aims at providing a number of techniques to manage the user 
identity and authorization credentials according to an user-centric fully dis­
tributed approach. As such it encompasses both a novel blind authorization 
approach based on a two-party-only protocol for both credential assignment 
and verification, as well as a distributed pseudonym system which does not 
rely on any centralized entity for pseudonym assignment and/or verification, 
but nevertheless retains the fundamental property of providing means to re­
vert the assigned pseudonym when e.g., mandated by regulatory provisions. 

— Finally, "layer 3" goal is to develop a distributed middleware framework de­
vised to run-time control and regulate the disclosure/protection of data from 
entities that are internal to service provision and communication. The most 
critical function provided by the middleware is the detailed control exerted 
on how, to whom, and under which conditions and in which specific con­
text, a specific information data should be disclosed. The approach taken to 
achieve this level of intelligence in Layer 3 is to express the information model 
as an ontology of personal data together with services, access restrictions, 
handling policies, protective measures and actors. Furthermore, a unique fea­
ture of Discreet is its attempt to incorporate in such an information model 
a semantic description of regulatory provisions concerning data protection. 

Technologies 

Discreet challenges a variety of different technologies. 

— At the environment enhancement layer, key technologies are primarily RFID 
systems and video-surveillance technologies, plus some punctual privacy en­
hancements in both Sensor networks and Ad Hoc networks. 

— Data communication protection at layer 1 is specifically focused on the 
backward-compatible enhancement of IPsec, specifically chosen because of 
its more general applicability with respect to transport-layer solutions (such 
as TLS), and because of its widespread deployment and its growing impor­
tance also on portable devices. 

— Again with the goal of retaining backward compatibility, layer 2 pseudonymiza-
tion and authorization solutions are developed over X.509 certificates, when 
necessary enhanced with proprietary extensions. The novel blind signature 
approach used in the authorization, to date, still relies on RSA (extensions 
over elliptic curves in progress). 

— Layer 3 uses a customized XML language called DPL (Discreet Privacy 
Language). Widely adopted standards are used for the Ontology descrip­
tion (W3C OWL) and its querying (RDQL with a Pellet Reasoner). Finally, 
messaging is based on HTTP. 

Expected results 

The following results have been produced (or at late stage of implementation) 
by the Discreet activities: 
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— An RFID reader devised to protect the data delivery from the RFID tag 
with pseudorandom channel noise; 

— A ContactLess Privacy Manager, namely an RFID tag similar to a blocker-
tag, but selectively programmable to permit individual tag's reading; 

— An original design of a lightweight public key encryption mechanism based 
on a variant of McEliece, and its application to multi-path transmissions; 

— A probabilistic routing mechanism for location privacy in sensor networks; 
— A Traffic Flow Confidentiality protocol extension for IPsec, developed as an 

"handler" (i.e. similarly to AH/ESP), and devised to masquerade the traffic 
pattern according to programmable profiles; 

— An IPsec "telescope" extension to provide anonymous routing; 
— A PKI-like X.509 certificate based distributed pseudonym assignment infras­

tructure; 
— A novel RSA-based blind signature approach, called "marked blind signa­

ture", devised to include an unforgeable random value inside the signed mes­
sage, and its application to a two-party authorization credential assignment 
and verification; 

— A policy-based middleware infrastructure for the control, selective disclosure, 
and run-time filtering (obfuscating) of the data information conveyed by the 
end user; 

— An ontology of Privacy providing the semantic description of the user data, 
services, access restrictions, and regulatory provisions, through which mid­
dleware policies are produced; 

— An User Privacy Manager complementing the middleware framework and 
providing privacy protection wrappings (privacy locks) for the user data; 

— A Graphical User Interface to allow the user to visualize and customize the 
level of privacy provided by the system; 

— The integration of face blurring/de-blurring mechanisms into a video-surveillance 
framework controlled by the Discreet Middleware. 



Usefu l d a t a 

European R&D towards trusted Ambient Intelligence 191 

Project name 
Acronym 
Funded by 
Contract 
Type of project 
Budget 
Contacts 

Projects 
websites 
Duration 
Partners 

Discreet Service Provision for Smart Environments 
DISCREET 
European Commission (VI FP) 
IST-027679 
STREP 
Total cost: 3,8 million euro; Funding: 2,3 million euro 
Coordinator: Giuseppe Bianchi 
(Giuseppe.bianclii@uniroma2.it) 
Dissemination: Francesca Gaudino 
(Francesca.gaudino@bakernet.com) 
Scientific: Giuseppe Bianchi 
(Giuseppe.bianclii@uniroma2.it) 
www.ist-discreet .org 

December, 2005 - February, 2008 
Centro Nazionale Interuniversitario per le Telecomunicazioni 
(Italy), Baker&McKenzie (Italy), CEA-LETI (France), Cocalis 
& Psarras (Greece), Eyeled (Germany), Institute of Communi­
cation and Computer Systems / National Technical University 
of Athens (Greece), Thales Communications (France), Star-
Beam s.r.l. (Italy), Ludwig Maximilian University (Germany), 
University of Surrey (UK). 

mailto:Giuseppe.bianclii@uniroma2.it
mailto:Francesca.gaudino@bakernet.com
mailto:Giuseppe.bianclii@uniroma2.it
http://www.ist-discreet
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Project EmBounded 

Speaker: Kevin Hammond, University of Saint-Andrews. 

Summary 

Embedded systems form an increasingly important part of the European, and 
indeed the global, software economy. The aims of the EmBounded project are to 
identify, to quantify and to certify resource-bounded code in a domain-specific 
high-level programming language for real-time embedded systems. Using formal 
models of resource consumption as a basis, the project will develop static analy­
ses for time and space consumption and assess these against realistic applications 
for embedded systems, including a vision-based control system for a RobuCar 
autonomous vehicle. The work is novel in combining analyses of both source and 
machine code into a single framework. 

We envisage future real-time embedded system software engineers program­
ming in very high-level functionally-based programming notations, whilst being 
supported by automatic tools for analysing time and space behaviour. These 
tools will provide automatically verifiable certificates of resource usage that will 
allow software to be built in a modular and compositional way, whilst providing 
strong guarantees of overall system cost. In this way, we will progress towards the 
strong standards of mathematically-based engineering that are present in other, 
more mature, industries, whilst simultaneously enhancing engineering produc­
tivity and reducing time-to-market for embedded systems. 

The research builds on world-class expertise in four complementary and ac­
tive research areas: high-level resource prediction (LMU and St Andrews); pre­
cise costing of low-level hardware instructions (Absint GmbH); domain-specific 
languages and implementation (Heriot-Watt and St Andrews); and the design 
and implementation of real-time embedded systems applications, in particular in 
the area of computer vision algorithms for autonomous vehicles (UniversitA (c) 
Blaise-Pascal and Heriot-Watt). It is especially timely in building on newly-
emerging theoretical results in predicting resource usage, in exploiting state-of-
the art cost models of embedded hardware and in utilising recent developments 
in computer vision algorithms for controlling autonomous vehicles. 

Technologies 

The main technologies involved in the EmBounded project are: 

— formal cost models capable of attaching time and space cost; 
— formally derived static analyses, capable of producing guaranteed upper-

bound cost information in the presence of advanced language features such 
as recursion and garbage collection; 

— dependent type frameworks for associating formally verifiable safety and 
security information to program text; 

— Abslnt's aiT tool for producing guaranteed worst-case execution times; 
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the domain-specific Hume language, which combines finite-state au tomata 
with purely functional programming, as a testbed for guaranteed program 
behaviour. 

E x p e c t e d resul ts 

We anticipate that the EmBounded project wih enable several research advances 
to be made: 

— i) it wdll develop compositional resource certificates for embedded systems; 
— ii) it will synthesise resource cost models from both source and machine 

levels, so enabling more accurate modelling than is possible individually; 
— iii) it will extend theoretical cost modelling technology to recursive, higher-

order and polymorphic functions; 
— iv) it will characterise softw^are development using constructs with well de­

fined formal and analytic properties in the context of realistic applications; 
— v) it will represent the first serious a t tempt to apply modern functional pro­

gramming language technology to hard real-time systems, including complex 
industrially-based applications. 

As a minimum outcome, we expect to produce a set of certified models and-
analyses tha t will determine upper bounds on time and space costs for a range 
of useful primitive recursive function forms. We should also have determined 
the accuracy of these models both against some representative computer vision 
algorithms tha t have been adapted to the analyses, and against some represen­
tative, simple real-time control applications tha t have been written in Hume. In 
this way we will have made a step towards ensuring the practical application of 
functional programming technology in a real-time, hard-space setting. 

Useful d a t a 

Project name 

Acronym 
Funded by 
Contract 
Type of project 
Budget 
Contacts 
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websites 
Duration 
Partners 

A u t o m a t i c P r e d i c t i o n of R e s o u r c e B o u n d s for E m b e d ­
ded S y s t e m s 
E m B o u n d e d 
European Commission (VI FP) 

IST-510255 
Specific Targeted Research Project (FET-Open) 
Total cost: 1,6 Million euros / Funding: 1,3 Million euros 
Coordinator: Kevin Hammond 
(kh@cs.st-and.ac.uk) 
ŵ  WW. embounded.org 

March, 2005 - February, 2008 
University of St Andrews (UK); Heriot-^¥att University (UK); 
Absint GmbH (Germany); Ludwig-Maximilians-Universitat, 
Miinchen (Germany); Universite Blaise-Pascal, Clermont-
Ferrand (France). 

mailto:kh@cs.st-and.ac.uk
http://embounded.org
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Project HAGGLE 

Speaker: Melek Onen, Institut Eurecom. 

Summary 

Haggle is a new autonomic networking architecture designed to enable com­
munication in the presence of intermittent network connectivity, which exploits 
autonomic opportunistic communications (i.e., in the absence of end-to-end com­
munication infrastructures). 

We propose a radical departure from the existing TCP/IP protocol suite, 
completely eliminating layering above the data-link, and exploiting and application-
driven message forwarding, instead of delegating this responsibility to the net­
work layer. To this end, we go beyond already innovative cross-layer approaches, 
defining a system that uses real best-effort, context aware message forwarding 
between ubiquitous mobile devices, in order to provide services when connectiv­
ity is local and intermittent. We use only functions that are absolutely necessary 
and common to all services, but that are sufficient to support a large range of cur­
rent and future applications, more oriented to the human way of communicating 
(and, more generally, the way communities of any type of entities communicate), 
rather than related other technological aspect of the communication. 

The complex networking architecture adopted by the project suggests that 
investigation on system security will be performed in multiple stages. Security 
cannot be considered as an independent module of the system. Rather, it will 
be a feature that will support the whole infrastructure. The objective of this 
WP4 Security WorkPackage in HAGGLE is to provide secure communication 
means within communities using automated mechanisms for the creation of trust 
relationships and to foster collaboration among parties that are not necessarily 
bound by a joint management infrastructure. 

A user can be part of multiple communities and may have different roles, 
preferences, and relations in each of them. To be able to create trusted relations 
among parties that do not share any a priori trust relationship, users rely on 
trust establishment protocols. Trust establishment protocols are crucial to the 
community concept that is the key building block in the proposal. A concept 
that nicely fits with the underlying opportunistic networking model is offered by 
optimistic security protocols whereby some communication with trusted third 
parties might be required but the correctness of the security protocol does not 
require on-line connectivity. 

Providing support for secure communications between members of a commu­
nity as well as incentive mechanisms to encourage peers to perform a fair share 
of basic networking operations like forwarding packets and requests are other 
key factors that need to be addressed in order to make the opportunistic net­
working paradigm realistic. Inducing cooperation between community members 
can be based on distributed reputation systems whereby only peers with a good 
reputation record are admitted by other peers. 
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Guaranteeing fairness in the community however does not protect against 
attacks aiming at corrupting the integrity and confidentiality of messages be­
ing forwarded between peers. However, if basic security services that provide 
message integrity and confidentiality can be based on traditional security mech­
anisms, forwarding requests and messages without accessing their content is a 
hard problem that relies on solutions for computing with encrypted functions and 
homomorphic encryption. Design of practical solutions amenable to applications 
such as opportunistic networking is an open problem that calls for a judicious 
blending between protocol complexity and realistic design choices imposed by 
the underlying communication model. 

Expected results 

The objectives of the Security Workpackage are as follows: 

— 1) to provide automated mechanisms for the establishment of trust relation­
ships among peer parties. 

— 2) to foster collaboration among parties that are not necessarily bound by a 
joint management infrastructure. 

— 3) to assure the security of the Haggle communication mechanisms in the 
face of malicious attacks such as masquerade, eavesdropping and denial of 
service. 

Useful data 

Project name 

Acronym 
Funded by 
Contract 
Type of project 
Budget 
Contacts 

Projects 
websites 
Duration 
Partners 

An innovative paradigm for autonomic opportunistic 
communication 
HAGGLE 
European Commission 
IST-027918 
Integrated Project 
Total EC contribution = 4,400,000 euros 
Coordinators: Christophe Diot - Thomson SA 
Martin POTTS - Martel Consulting 
http://www.haggleproject.org 

January, 2006 - December, 2010 
- Thomson SA, The Chancellor, Master and Scholars of the 
University of Cambridge, Uppsala Universitet, Ecole Polytech-
nique Federale de Lausanne, Scuola Universitaria Professionale 
dell Svizzera Italiana, Cosiglio Nazionale delle Ricerche, Insti-
tut Eurecom, Martel GMBH, INTEL (UK) 

http://www.haggleproject.org
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Project GridTrust 

Speaker: Alvaro Arenas, STFC. 

Summary 

The overall objective of the GridTrust project is to develop the technology to 
manage trust and security for the Next Generation Grids (NGG). We propose 
to have a vertical approach tackling issues of trust, security and privacy (TSP) 
from the requirements level down to the application, middleware and foundation 
levels. Our emphasis is on models, tools and services to assist in reasoning about 
trust and security properties along the NGG architecture. 

GridTrust develops a framework to enforce advanced TSP policies in Grids. 
The framework is based on a general model of security called usage control. The 
general usage control model can be tailored to implement well known access 
control policies such as role-based access control, or more advanced dynamic 
security policies such as Chinese walls and history-based access control. 

GridTrust aims to overcome the trust and security risks in Grid environments 
bringing closer scientific and business worlds. The project output is a security 
framework to define, efficiently evaluate, and enforce security policies derived 
by the TSP requirements specified by the user. The set of GridTrust trust and 
security services will be compliant with the Open Grid Services Architecture 
(OGSA). 

The Grid was initiated as a way of supporting scientific collaboration, where 
many of the participants knew each other. In this case, there is an implicit trust 
relation, all partners have a common objective and it is assumed that resources 
would be provided and used within some defined and respected boundaries. How­
ever, when the Grid is intended to be used for business purposes, it is necessary 
to share resources with unknown parties. Such interactions may involve some 
degree of risk since the users cannot distinguish between high and low quality 
resource providers on the Grid. GridTrust mitigates this risk by developing trust 
and security components. 

The GridTrust framework will be validated in four scenarios: supply-chain 
systems for both the pharmaceutical and the fish-market domains; inter-enterprise 
knowledge management; and distributed authoring in the media domain. 

Technologies 

Usage Control Techniques: The UCON model developed by Park and Sandhu is 
central to the project, being adapted and extended for Grid computing. 

— Security Requirements: A goal-oriented requirements engineering methodol­
ogy (KAOS) is used to model security requirements for Grid-based applica­
tions. 

— Model-Based Refinement: The formal specification language Event-B is used 
to model VOs and to refine them into more concrete/operational ones. 
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— Policy Refinement: One challenge in the project is policy design, covering 
derivation of policies from requirements, as well as refinement of abstract 
policies into concrete ones. 

— Monitoring Services: Execution services will exploit monitoring services to 
monitor several aspects such as resource usage, or the behaviour of a com­
putational application. 

— Meta-Schedulers: Current meta-schedulers will be exploited to allocate re­
sources according to security properties of the requested application. 

— Eclipse: All design-level tools will be integrated into the Eclipse IDE. 
— Globus Middleware: All services developed into the project will be integrated 

into the Globus middleware. 

Expected results 

GridTrust will produce a security framework that consists of the following com­
ponents. 

— Secure VO Requirements Editor and Policy Generator Tool. 

This is a requirements-engineering tool tailored for Grid security requirements. 
The tool is based on the goal-oriented requirements methodology KAOS and 
gives a global and detailed view of the VO being developed by identifying the 
VO goals; the roles and responsibilities of the VO participants; and the services 
and resources used in the VO. The tool allows one to model an attacker at 
requirements level as well as security properties of a VO. The tool includes a 
library of security requirements patterns that a VO designer can use to express 
the required security properties. The output of the tool is an abstract model of 
a VO, its identified security requirements, and associated abstract policies. 

— VO Model and Policy Refinement Tool. 

This tool allows VO designers to refine an abstract VO model to more concrete 
and operational VO models. The tool takes as input an abstract VO model, 
such as the one produced by the Secure VO Requirements Editor, and produces 
a more concrete VO architecture close to implementation. Policies in abstract 
VO models are usually expressed in the language of the stakeholders (VO users, 
business modellers) and need to be transformed into an implementable computa­
tional policy language. The tool is based on the event-B specification language, 
exploiting event-B tools such as refine and model checkers. 

— Usage Control Service. 

The GridTrust Usage Control Service improves the security of the Grid by inte­
grating into the security architecture a component that performs a continuous 
usage control of Grid services by monitoring the behaviour of the applications 
executed on behalf of grid users. This component enforces a fine grain security 
policy that consists in a highly detailed description of the correct behaviour 
of the applications executed on computational services. Only the applications 
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whose behaviour is consistent with the security policy are executed on the com­
putational resource. The continuous usage control service will be integrated into 
the Globus middleware. 

— Secure-Aware Resource Broker Service. 

The secure resource broker service integrates access control with resource schedul­
ing. In Grid systems, both resource owners and users define their resource access 
and usage policies. The resource broker schedules a user request only within 
the set of resources whose pohcies match the user credentials (and vice-versa). 
The service extends traditional VO management services with secure scheduling 
functionalities, and will be integrated into the Globus middleware. 

— Reputation Management Service. 

The GridTrust reputation management service collects, distributes, and aggre­
gates feedbacks about entities' behaviour in a particular context in order to 
produce a rating about the entities. Entities could be either users, resources / 
services, service providers or VOs. The reputation service is based on ideas of 
utility computing, and can be used in both centralised and distributed settings. 
The reputation service will be also integrated into the Globus middleware. 

Useful data 

Project name 
Acronym 
Funded by 
Contract 
Type of project 
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Trust and Security for Next Generation Grids 
GridTrust 
European Commission (VI FP) 
IST-033817 
Specific Targeted Research Project 
Total cost: 3,8 Million Euro / Funding: 2,2 Million Euro 
Coordinator: Philippe Massonet, CETIC, Belgium 
(phm@cetic.be) 
Dissemination: Daniel Rodriguez, Moviquity, Spain 
(drp@moviquity.com) 
Scientific: Alvaro Arenas, STFC RAL, UK 
(A.E.Arenas@rl.ac.uk) 
www.gridtrust.eu 

June, 2006 - May, 2009 
Centre d'Excellence en Technologies de ITnformation et de la 
Communication - CETIC (Belgium), HP European Innova­
tion Center (Italy), Istituto di Informatica e Telematica - Con-
siglio Nazionale delle Ricerche - IIT-CNR (Italy), Istituto Ge-
ografico De Agostini (Italy), Interplay Software (Italy), Moviq­
uity (Spain), Science and Technology Facilities Council - STFC 
(UK), Vrije Universiteit Amsterdam (Netherlands). 

mailto:phm@cetic.be
mailto:drp@moviquity.com
mailto:A.E.Arenas@rl.ac.uk
http://www.gridtrust.eu
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Project ReSIST 

Speaker: Jean-Claude Laprie, LAAS-CNRS. 

Summary 

ReSIST integrates leading researchers active in the multidisciplinary domains 
of Dependability, Security, and Human Factors, in order that Europe will have 
a well-focused coherent set of research activities aimed at ensuring that future 
'ubiquitous computing systems', the immense systems of ever-evolving networks 
of computers and mobile devices which are needed to support and provide Am­
bient Intelligence (Ami), have the necessary resilience and survivability, despite 
any residual development and physical faults, interaction mistakes, or malicious 
attacks and disruptions. The objectives of the Network are: 

— 1) Integration of teams of researchers so that the fundamental topics con­
cerning scalably resilient ubiquitous systems are addressed by a critical mass 
of co-operative, multidisciplinary research. 

— 2) Identification, in an international context, of the key research directions 
(both technical and socio-technical) induced on the supporting ubiquitous 
systems by the requirement for trust and confidence in Ami. 

— 3) Production of significant research results (concepts, models, policies, al­
gorithms, mechanisms) that pave the way for scalably resilient ubiquitous 
systems. 

— 4) Promotion and propagation of a resilience culture in university curricula 
and in engineering best practices. 

The current state-of-knowledge and state-of-the-art reasonably enable the con­
struction and operation of critical systems, be they safety-critical (e.g., avionics, 
railway signalling, nuclear control) or availability-critical (e.g., back-end servers 
for transaction processing). The situation drastically worsens when considering 
large, networked, evolving, systems either fixed or mobile, with demanding re­
quirements driven by their domain of application. There is statistical evidence 
that these emerging systems suffer from a significant drop in dependability and 
security in comparison with the former systems. There is thus a dependability 
and security gap opening in front of us that, if not filled, will endanger the very 
basis and advent of Ambient Intelligence (Ami). 

Filling the gap clearly needs dependability and security technologies to scale 
up, in order to counteract the two main drivers of the creation and widening of 
the gap: complexity and cost pressure. 

Research activities will be re-structured and re-shaped according to the re­
silience scaling technologies: evolvability, assessability, usability, diversity. 

The move towards resilience scaling technologies will be accompanied and 
facilitated by resilience integration technologies: a) a resilience knowldge base, 
and b) a resilience-explicit computing approach. 
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First year results 

The two major achievements of the first year of activity have been the production 
of a) the State of Knowledge in Resilience-Building Technologies, and of b) a 
prototype of the Resilience Knowledge Base. 

The work for producing the State of Knowledge in Resilience-Building Tech­
nologies has been divided among five working groups (each with active partici­
pation from the ReSIST partners that work in the corresponding research area) 
dealing with different aspects of resilience building and the corresponding subdis-
ciplinary areas. The document is therefore made up of five parts, each produced 
by one of the working groups: 

— Resilience architecting and implementation paradigms. 
— Resilience algorithms and mechanisms. 
— Resilient socio-technical systems. 
— Resilience evaluation. 
— Resilience verification. 

This state of knowledge document is co-authored by 66 researchers and doc­
torate students. The Resilience Knowledge Base (RKB) is intended to provide 
a semantic web environment for effective access to a body of knowledge on re­
silience concepts, methods and tools. The current prototype RKB contains 40 
millions basic facts. 

In addition to the above facts, ground work has been performed on the prepa­
ration of a) coming events, such as the Open Workshop (21-22 March 2007 in 
Budapest) and the Summer School (24-28 September 2007 in Porquerolles is­
land) or b) deliverable production, such as the Research Agenda (that will con­
stitute a deliverable due in June 2007, entitled: "From Resilience-Building to 
Resilience-Scaling Technologies: Directions"), the Resilience-Explicit Computing 
approach, the Resilience Ontology, the Best Practice Document, the Curriculum 
in Resilient Computing. 
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Resilience for Survivability in 1ST 
ReSIST 
European Commission (VI FP) 
026764 
Network of Excellence 
Funding: 4,5 Milion Euros 
Coordinator: Jean-Claude Laprie, LAAS-CNRS 
(laprie@laas.fr) 
Dissemination: Luca Simoncini, University of Pisa 
(luca.simoncini@isti.cnr.it) 
ht t p: / / w w w. resist-noe. eu 

January, 2006 - December, 2008 
LAAS-CNRS (FR), Budapest University of Technology and 
Economics (HG), City University (UK), Technische Univer­
sitat Darmstadt (DE), Deep Blue Sri (IT), Institut Eurecom 
(FR), France Telecom Recherche et Developpement (FR), IBM 
Research GmbH (CH), Universite de Rennes 1 - IRIS A (FR), 
Universite de Toulouse III - IRIT (FR), Vytautas Magnus Uni­
versity (LT), Fundagao da Faculdade de Ciencias da Univer-
sidade de Lisboa (PT), University of Newcastle upon Tyne 
(UK), Universita di Pisa (IT), QinetiQ Limited (UK), Univer-
sita degli studi di Roma "La Sapienza" (IT), Universitat Ulm 
(DE), University of Southampton (UK) 

mailto:laprie@laas.fr
mailto:luca.simoncini@isti.cnr.it
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Project MINAmI 

Speaker: Pascal Ancey, ST Microelectronics. 

Summary 

MINAmI project addresses challenges related to the implementation of Ambient 
Intelligence (Ami) applications, where the personal mobile device acts as a gate­
way. MINAmI will expand the open technology platform developed in MIMOSA 
project and will demonstrate and validate new Ambient Intelligence applications. 
The centre of interest and the major innovative work in MINAmI are focused 
on the final concrete demonstrators for Ami, based on the development of an 
innovative state-of-the art micro/nanotechnology technological platform. 

The main technical innovations in MINAmI are in the development of: 

— Mass-memory RF Tags based on low power innovative technologies. 
— Event sensitive RF nodes including new-low-cost time reference for time 

stamping function. 
— Thin film rechargeable batteries and a wide range of low-cost and low-power 

nano and micro sensors and actuators, including, 9D integrated Inertial Mea­
surement Unit and 3D distributed vision system. 

In MINAmI, a global platform taking into account the constraints of integra­
tion, industrialisation and compatibility with advanced CMOS platforms will in­
tegrate these technologies. MINAmI links demonstration, validation & exploita­
tion. 

MINAmI Vision: 
With the MINAmI Ambient Intelligence system, the physical environment 

can be loaded with interesting and context-related information, easily and nat­
urally accessible to the user. Information is in the tags and sensors embedded in 
physical surroundings and everyday objects, and it can be anything from sen­
sor measurements from the environment or the user itself, to a piece of music 
or the latest news. The user can wirelessly access this information content by 
just touching or scanning close tags and sensors with their mobile phone. The 
phone also enables wireless connection to the internet. As the interaction can be 
tied to a specific place, object, and time, the user is served with context-related 
information and services. 

Technologies 

Demonstrators developed in MINAmI: 

— Drugs monitoring and conditioning aims at developing a smart pill box of­
fering to patients an alert service when their use of medication dangerously 
differs from the prescription. 

— Health monitoring and homecare will demonstrate the feasibility of an ultra 
light EEG data logger that can be downloaded every 24 hours through a 
passive RFID link. 
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Assistive listening device will show how smart acoustic sensor arrays may 
help hearing instruments users to focus on relevant audio data (voice recog­
nition, sound localisation). 
Data downloading from passive tags will demonstrate that people can con­
sume a large amount of off-line digital data such as music, videos, games 
etc. The data is downloaded from a memory tag module to a reader module. 
Reader technology will eventually be integrated in to various kinds of per­
sonal devices such as mobile phones and multimedia computers (PDAs). In 
the future, a multimedia memory tag can even be embedded in magazines. 
Ambient sensors for friendly home applications will explore the feasibility of 
extracting data from distributed vision sensors and other smart sensors to 
bring information to users in home services related to automation, security 
and homecare. 
Virtual optical user interface will demonstrate how small devices such as cell 
phones will be able to become gateways to Ami applications where bigger 
screens and faster input devices may be required. The demonstration will be 
based on a tiny projection system that activates an optical keyboard and/or 
a projected touch enabled display. 

Expected results 

Potential Impact 
EU is confronted with significant changes arising from globalisation and the 

challenges of new knowledge-driven economy, information and communication 
technologies have the potential to enhance every aspect of people's lives. In this 
way MINAmI will contribute to the European competitiveness by developing 
new competitive technologies and components almost "mandatory" to realise 
the Ami vision. Moreover, the applications developed in MINAmI can help not 
only to modernise the European social model in terms of healthcare, leisure and 
work opportunities but also to promote and accelerate acceptance of Ami ideas in 
Europe. Last but not least, MINAmI will take a holistic view of Ami, considering 
not just the technology but the whole of the innovation supply chain from usage 
and ethical assessment to demonstration and validation of applications. 

Ethical issues in MINAmI 
Ethical concerns regarding the vision and products of the project as well as 

the user evaluations carried out within the project are dealt with the two-fold 
ethical management structure of MINAmI. The project's internal Ethical Com­
mittee reviews the user evaluation activities carried out within MINAmi with 
regard to ethical concerns. The Ethical Committee prepares and maintains an 
ethical guideline document for the user evaluations and deals with ethical prob­
lems that may come up during the project work. The ethical concerns which 
arise and their solutions are reported annually. An Ethical Advisory Board in­
cludes external experts of diflFerent fields of ethics. The Ethical Advisory Board 
assists the project to identify and evaluate broader ethical implications related 
to the project vision, goal, and forthcoming products. The Board contributes 
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to the Ethical guidelines for mobile-centred Ambient Intelligence that MINAmI 
project maintains. 

Useful data 

Project name 

Acronym 
Funded by 
Contract 
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Budget 
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Micro-Nano integrated Platform for Transverse Am­
bient Intelligence applications 
MINAmI 
European Commission (VI FP) 
34690 
Integrated Project 
Total cost : 19,6 Million euros / Funding : 10,2 Million euros 
Coordinator: Jean-Louis CARBONERO 
(jean-louis.carbonero@st.com) 
Dissemination: Adrian lONESCU 
(adrian.ionescu@epfl.ch) 
Scientific : Pascal ANCEY 
(pascal.ancey@st.com) 
www.fp6-minami.org 

October, 2006 - September, 2009 
AARDEX International Ltd (Switzerland), Alma Consult­
ing Group (France), Centre Suisse d' Electronique et de 
Microtechnique SA (Switzerland), Commissariat a I'Energie 
Atomique - LETI (France), Ecole Polytechnique Fderale de 
Lausanne (Switzerland), Fraunhofer-Institut fiir Siliziumtech-
nologie (Germany), GE Healthcare Finland Oy (Finland), 
HAGER security SAS (France), LUMIO Ltd. (Israel), NOKIA 
OYJ (Finland), OTICON A/S (Denmark), SONION MEMS 
A/S (Denmark), STMicroelectronics SA (France), STMicro-
electronics S.l.r. (Italy), Telefonica Investigacion y Desarrollo 
S.A.U. (Spain), VTT - Technical Research Centre of Finland 
(Finland) 

mailto:jean-louis.carbonero@st.com
mailto:adrian.ionescu@epfl.ch
mailto:pascal.ancey@st.com
http://www.fp6-minami.org
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Project MonAMI 

Speaker: Antonio Kung, Trialog. 

Summary 

The overall objective of MonAMI is to mainstream accessibility in consumer 
goods and services, including public services, through applied research and de­
velopment, using advanced technologies to help ensure equal access, independent 
living and participation for all in the Information Society. 

As costs for society for support to elderly persons and persons with disabilities 
are growing and demographic changes ahead, the societal demand for care of 
elderly persons and persons with disabilities will increase over the coming years. 
There is now a general trend in Europe to move away from institutionalised care 
of elderly persons and instead support living at home. This trend is based on 
the prefe-rences of many elderly persons and the fact that support for living at 
home is less expensive for society than institutional living. The MonAMI project 
will thoroughly examine the economic viability and long term sustainability of 
the services in order to facilitate real mainstream implementation. 

Technologies 

To facilitate use and user interaction, MonAMI will develop an innovative inter­
face, involving an embodied con-versa-tional agent. All services and applications 
will be selected and developed together with potential users with a "Design for 
All" approach within the areas: 

— health. 
— safety and security. 
— communication and information. 
— activity planning. 
— comfort applications. 

The selected services will first be tested in six Feasibility and Usability centres 
with user tests in lab-like conditions and when found feasible, usable and ap­
propriate to user needs, large-scale validation will be carried out in Validation 
centres. Hundreds of users will try out the services in their homes and the impact 
and consequences will be analysed. 

Expected results 

The MonAMI project will demonstrate that accessible, useful services for elderly 
persons and persons with disabilities living at home can be delivered in main­
stream systems and platforms such as digital television, third-generation mobile 
telephones and broadband Internet. 

MonAMI will strengthen social cohesion by providing efficient systems for 
inclusion, allowing elderly persons and persons with disabilities to play a full role 
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in society. It will enable sustainable growth and competitiveness for European 
businesses by facilitating access to a new large market, elderly and disabled 
persons in Europe. 

Useful data 

Project name 
Acronym 
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Contract 
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Mainstreaming on Ambient Intelligence 
MonAMI 
European Commission (VI FP) 
IST-035147 
Integrated Project 
Total cost: 13,7 Million euros / Funding: 8,7 Million euros 
Coordinator: Gunnar Fagerberg 
(gunnar.fagerberg@hi.se) 
Dissemination: Maria Suarez 
(Maria.suarez@hi.se) 
Scientific: Antonio Kung 
(antonio.kung@trialog.com) 
www. monami. info 

September, 2006 - August, 2010 
Swedish Handicap Institute (Sweden), OpenHub (United 
Kingdom), University of Zaragoza (Spain), France Telecom 
(France), Electricite de France (France), The Royal Institute 
of Technology (Sweden), London School of Economics (United 
Kingdom), HMC International (Belgium), Siemens Business 
Services (Germany), Telefonica I+D (Spain), Trialog (France), 
Technical University of Kosice (Slovakia), University of Passau 
(Germany), Europ Assistance France (France). 

mailto:gunnar.fagerberg@hi.se
mailto:Maria.suarez@hi.se
mailto:antonio.kung@trialog.com
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Project ONE 

Speaker: Mihaela Ion, CREATE-NET. 

Summary 

In order to be competitive in Digital Ecosystems, Small and Medium Enterprises 
(SMEs) will need to develop alliances and collaborate with each other to provide 
joint service offerings and also address large tenders. It is for this reason that 
the ONE project has been created. The main objective of the ONE project is 
to enrich Digital Business Ecosystems with an open, decentrahsed negotiation 
environment. The project?s features will allow organisations to create contract 
agreements for supplying complex, integrated services as a virtual organisation/-
coalition. The project is especially geared towards SMEs and it provides them 
with a trusted and secure technological environment that is free of charge. The 
project creates tactical and strategic alliances to pursue business opportunities 
and growth. 

Current negotiation platforms, such as Business-to-Business electronic mar­
ketplaces and Internet trading systems are centrally managed, and not fully 
trusted by SMEs and/or too expensive and hence not widely used by Euro­
pean SMEs today. Without the support of proper tools, SMEs cannot easily find 
trustworthy partners to provide services or be found themselves. Also, access to 
information about SME reputation is not readily available and negotiations are 
time consuming. 

To solve these problems, ONE project will provide a negotiation environment 
that is affordable, open sourced and not centrally controlled; the environment 
will support the sharing of knowledge via exible security and trust policies; and it 
will be able to learn and adapt to real user negotiation strategies and to changing 
market conditions. 

Key features 

— Provide tools allowing users to create negotiation protocols and negotiation 
strategies, and runtime mechanisms for executing negotiations using different 
negotiation protocols, 

— Enable users to dynamically modify the negotiation during the negotiation 
process, 

— Develop decision support tools helping the users to execute a negotiation 
taking advantage of the learning technologies and improvements proposed 
by recommender and optimising their negotiation strategies, 

— Create trust mechanisms to enable the sharing of trustworthy knowledge 
between partners. 

Technologies 

The main technologies adopted in the project are: 
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- Factory Environment: Model Editor (Meta Object Facility, Graphical Mod­
elling Framework, Eclipse Modeling Framework/EC ORE and Graphical Eclipse 
Framework), UML based models (the Negotiation meta model), XMI stan­
dard format. 

— Negotiation Portal and Web-based Application: Asynchronous Javascript 
And XML (Ajax). 

- Negotiation Engine: Negotiation Console, Negotiation Behaviour State Ma­
chine (extending Jbpm), Transformation Module. 

— Distributed Knowledge Base: Application Server/Container, Content Repos­
itory (JCRAPI). 

— Recommendation and Learning: Negotiation Support Systems, Recommender 
Systems, Lerning System. 

- Identity and Reputation: Single Sign-On, SAML, X.509, Secure Profiling, 
Distributed Knowledge-based Reputation, Identity Management, Certifica­
tion Authorities, Core Security Primitives as platform run-time discovery 
services. 

Expected results 

O N E ' S strategic objective is twofold. 
On one hand, it wants to create a flexible negotiation environment and mech­

anisms that would decrease (hopefully eliminate) the several barriers hindering 
businesses to come to an agreement via an assisted negotiation process. 

On the other, it wants to provide a technological medium, a negotiation 
platform, based on the open source paradigm and the "evolutionary" software 
concept that would reassure users of their technological choices. 

The ONE main objectives may be summarised by the following: 

1. To enable the European service market and especially SMEs to be competi­
tive in the global service production market; 

2. To provide an open, decentralised environment able to self- adapt to the 
needs and culture of local business ecosystem enabling trust and evolution 
in B2B negotiations; 

3. To provide a system that could enable the above-mentioned actors to access 
new markets and partners through reduction of entry cost barriers while 
increasing collaboration. 
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Open Negotiation Environment 
ONE 
European Commission (VI FP) 
FP6-034744 
Specific Targeted Research or Innovation Project (STREP) 
Total Cost: 2,87 million euros / Funding: 2,03 million euros 
Coordinator: L. Telesca 
(luigi.telesca@create-net .org) 
Dissemination: P. Avesani 
(avesani@itc.it) 
Scientific: P. Ferronato 
(pferronato@soluta.net) 
littp://one-project.eu 
littp://sourceforge.net/projects/one-project 
September, 2006 - February, 2009 
CREATE-NET (Italy), Soluta.Net East Europe (Romania), 
Fondazione Bruno Kessler (Italy), Waterford Institute of Tech­
nology - TSSG (Ireland), University of St. Gallen - MCM Insti­
tute (Switzerland), University of Girona (Spain), COOPSER-
VICE S.COOP. P.A. (Italy), Service Management Interna­
tional Ltd (UK) 

mailto:avesani@itc.it
mailto:pferronato@soluta.net
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Project RE-Trust 

Speaker: Alessandro Zorat, University of Trento. 

Summary 

Industrial concern with software integrity is mostly focused on the protection 
of static software modules (e.g., by verifying the signature of their originator). 
However, many applications would require that the software is authenticated 
dynamically and continuously, in real time. Dynamic software authentication 
in real-time. This stronger kind of protection is a known problem, to which at 
present there is no satisfactory solution. Specifically, an open research challenge 
is that of ensuring that the original, trusted code base (i.e., the software as 
specified and implemented) is running on an untrusted host at all times and 
that the original code functionality has not been modified prior to or during 
execution. 

This project investigates novel methodologies, either solely based on software 
or with hardware assistance, to solve the problem mentioned above. Central to 
this approach is the presence of a network that links the trusted and untrusted 
hosts. By combining the execution of software modules on both hosts and by 
exchanging (encrypted) information between them, the trusted host can obtain 
an assurance that the software running on the untrusted host is original, has not 
been manipulated and provides precisely the functionality it is designed for. For 
example, an attempt by the untrusted host to modify the policy of a network 
transport protocol to achieve faster service at the expenses of the other users 
would be detected so that punitive actions can be taken. Another example could 
be that of a film that has been downloaded with a license to be viewed only 
once should not be playable on a modified movie player that makes an (illegal) 
copy of the file without the trusted host being able to detect such breach of the 
hcense. 

The discussion about the background and the challenging problems of the 
RE-TRUST project showed how the project "breaks with convention" by intro­
ducing the novel paradigm of continuous remote entrusting during run-time. The 
project is indeed challenging and has the potential to facilitate the emergence 
of an improved converged computing and networking environment with higher 
level of trust and integrity. 

Leadership in technology is usually achieved by the introduction of new 
paradigms that break with existing conventions. Obviously, breaking with con­
vention has high risks of two types: 

1. Technological risks - in attempting to realize new technology there is always 
the risk of encountering either unsolvable problems, or more often, ineffective 
(i.e., too complicated) solutions. 

2. Compatibility risks - even if there are effective solutions, they may diverge 
too much from the existing paradigms. In the environment of computing and 
networking the need for maintaining what is known as "backward compati­
bility" has relatively high risk. 
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Nevertheless, overcoming such risks typically lead to high rewards both scien­
tifically and commercially. The RE-TRUST project, while being exposed to the 
risks above, is paving the way toward the high rewards deriving from the nu­
merous applications tha t require or benefit from remote entrusting. 

The RE-TRUST project uses tamper-resistant code to contrast tampering 
with the protocol/application for a well-defined t ime interval by periodically 
replacing selected parts of the code running on an untrusted host with newly 
downloaded tamper-resistant code. The tamper-resistant code uses techniques 
such as obfuscation, white-box cryptography, smart card, etc. tha t aim to ensure 
tha t automatic reverse engineering is infeasible within the available t ime frame 
before the next code replacement. 

T e c h n o l o g i e s 

The RE-TRUST project calls for the use of several technologies, among which 
the following are the most representative: 

— SW engineering (Defenses against reverse engineering. Periodically replacing 
parts of the code running on an untrusted host. Code slicing). 

— Cryptography (Code obfuscation. White-box cryptography). 
— Secure operating systems and secure network protocols (Self-checking code 

(monitors) and monitor replacement). 
— Tamper resistance hardware (Smart card. Secure token. Trusted processing 

module (TPM)) . 

E x p e c t e d resu l t s 

The main results for this project will be the ensuring tha t a remote host can con­
tinuously entrust a software components tha t is executed on another (HW/SW) 
environment; an environment tha t could possibly be untrusted. In particular, 
the project intends to provide workable solutions to: 

— Protecting network resources and servers from users employing unt rus ted/u-
nauthorized software and protocols - specifically in critical applications, such 
as e-commerce, e-government, e-voting, etc. 

— Ensuring da ta privacy and compliance with the expected behavior in grid 
computing. 

— Ensuring adherence to digital right management (DRM) by assuring proper 
processing of untrusted (possibly misbehaving) hosts tha t receive private 
da ta and copyright protected content. 
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Usefu l d a t a 

Project name 

Acronym 
Funded by 
Contract 
Type of project 
Budget 
Contacts 

Projects 
websites 
Duration 
Partners 

Remote EnTrusting by RUn-time Software auThenti-
cation 
RE-Trust 
European Commission 
FP6-021186 
Specific Targeted Research or Innovation Project (STREP) 
Total Cost: 2,27 million euros / Funding: 1,55 million euros 
Coordinator: Yoram Ofek 
(ofek@dit.unitn.it) 
Dissemination: Alessandro Zorat 
(zorat@unitn.it) 
Scientific: Yoram Ofek 
(ofek@dit.unitn.it) 
www. re-trust. org 

September, 2006 - August, 2009 
University of Trento (Italy), Politecnico di Torino (Italy), 
Gemalto (France),Katholieke Universiteit Leuven (Belgium), 
St. Petersburg Institute for Informatics and Automation, Rus­
sian Academy of Sciences (Russia). 

mailto:ofek@dit.unitn.it
mailto:zorat@unitn.it
mailto:ofek@dit.unitn.it
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Project SENSE 

Speaker: Professor Demos T. Tsahalis, Laboratory of Fluid Mechanics & Energy 
University of Patras. 

Summary 

SENSE project will develop methods, tools and a test platform for the design, 
implementation and operation of smart adaptive wireless networks of embedded 
sensing components. 

The network is an ambient intelligent system which adapts to its environ­
ment, creates ad-hoc networks of heterogeneous components, delivers reliable 
information to its component sensors and the user. 

The sensors cooperate to build and maintain a coherent global view from 
local information. Newly added nodes automatically calibrate themselves to the 
environment, and share knowledge with neighbors. 

The network is scalable due to local information processing and sharing, and 
self-organizes based on the physical placement of nodes. 

A test platform for a civil security monitoring system will be developed as a 
test application, composed of video cameras and microphones. 

The test platform will be installed in an airport (Krakow-Bahce), to yield 
real data and performance goals from a realistic test environment. 

Each sensor is a stand-alone system consisting of multiple embedded compo­
nents: 

— video system, 
— audio system, 
— central processor, 
— Power source 
— wireless networking. 

The security application will implement object/scenario recognition (e.g. bag­
gage left unattended, people "lurking" in an area). Nodes will recognize local 
objects, using a combination of video and audio information. 

Neighboring nodes will exchange information about objects in a self-organizing 
network. 

The result is a global overview of current objects and events observed by the 
network. 

SENSE will address the following scientific and technological objectives: 

— To understand how to build networked systems of embedded components 
that can dynamically and automatically re-configure themselves 

— To understand how to convert low-level local information to semantic knowl­
edge 

— To understand how to use semantic-level knowledge for network-centric com­
putation 
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— To understand how perception and information processing can be combined 
using low-level and high-level feature fusion 

— To understand how to facilitate networks of heterogeneous devices using a 
high-level semantic layer 

Technologies 

The main technologies involved in the SENSE project approach are: 

— object recognition from video input 
— sound pattern recognition from audio input 
— correlation in semantic level of the objects and patterns recognised from the 

video and audio 
— wireless sensor communication 

Expected results 

The expected results of SENSE are to combine the aspects of: 

— embedded intelligent middleware in smart devices 
— adaptive configuration, 
— flexible cooperation (among devices), 
— high-level perception and adaptation and 
— dynamic networking 
— Common framework of semantic knowledge discovery and sharing. 

The SENSE system will encompass aspects including: 

— construction of a modality-neutral embedded test platform; 
— raw sensory processing; 
— transformation of sensory data into semantic knowledge; 
— communication between nodes to produce a consistent world view; 
— sharing of knowledge between intelligent nodes; 
— automatic recognition of unusual and alarm situations; 
— communication between the intelligent network and an operator; and 
— automatic discovery and conflguration of new intelligent nodes. 
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Project name 
Acronym 
Funded by 
Contract 
Type of project 
Budget 
Contacts 

Projects 
websites 
Duration 
Partners 

Smart Embedded Network of Sensing Entities 
SENSE 
European Commission 
IST-033279 
Specific Targeted Research or Innovation Project (STREP) 
Total cost: 2,323,478.00 Euros / Funding: 1,698,059.00 
Coordinator: Dr. Wolfgang Herzner 
(Wolfgang.Herzner@arcs.ac.at) 
Dissemination: Professor Demos TsahaHs 
(tsahahs@lfme.chemeng.upatras.gr) 
Scientific: : Dr. Dietmar Bruckner 
(bruckner@ict.tuwien.ac.at) 
www. sense-ist. org 

September, 2006 - August, 2009 
Austrian Research Centers - ARC (Austria), Universidad Po-
litecnica de Valencia (Spain) PARAGON Ltd. (Greece), Uni­
versity "Dunarea de Jos" of Galati (Romania), University of 
Patras (Greece), Vienna University of Technology, Institute of 
Computer Technology (Austria), ZDANiA Sp. z o.o. (Poland), 
AGH - University of Science and Technology Krakow (Poland), 
Miedzynarodowy Port Lotniczy im. Jana Pawla II Krakow -
Bailee Sp. z o.o. (Poland) 

mailto:Wolfgang.Herzner@arcs.ac.at
mailto:tsahahs@lfme.chemeng.upatras.gr
mailto:bruckner@ict.tuwien.ac.at
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Project SENSORIA 

Speaker: Fabio Martinelli, University of Roma. 

Summary 

The core aim of SENSORIA is the production of new knowledge for more sys­
tematic and scientifically well-founded methods of service-oriented software de­
velopment. SENSORIA is developing a service-based suite of tools for imple­
menting the new service-oriented language primitives, the analysis techniques 
and the support for service development and deployment. The tool suite will 
give continuous feedback on the usefulness and applicability of the research re­
sults. It will also be the starting point for the design of new industrial support 
tools for service-oriented development. The software development techniques of 
SENSORIA range from requirements to deployment including reengineering of 
legacy systems and rely on mathematical theories and methods that, ensuring 
the correctness of each step, allow a semi-automatic design process. Realistic case 
studies for different important application areas including telecommunications, 
automotive, e-learning, and e-business are defined by the industrial partners to 
provide continuous practical challenges for the new techniques of services engi­
neering and for demonstrating the research results. 

Technologies 

The main technologies involved in this approach are the following: 

— declarative and operational modelling of services. 
— semantic based composition of services. 
— formal techniques for qualitative and quantitative analysis of service-oriented 

systems. 
— model-driven development and deployment of services. 
— re-engineering of legacy systems into service-oriented systems. 
— tool support for engineering service-oriented architectures. 

Expected results 

Engineering methods and techniques and tools for the development of service-
oriented systems, which comprise 

— Definition of adequate linguistic primitives for modelling and programming 
global service-oriented systems, including: a UML extension for services sys­
tems, a formal Reference Modelling Language SRML inspired by the service 
component architecture, a Phoenix family of process calculi for services as a 
formal basis for programming and modelling and analysing dynamic aspects 
of service-oriented systems. 
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— Development of qualitative and quantitative analysis methods for global ser­
vices, including: trust management and static analysis techniques for crypto-
protocols, secure service composition, techniques for ensuring constraints on 
interfaces between, services, and quantitative analysis of performance re­
quirements of service-oriented systems. 

— Sound engineering techniques for development over model-based transforma­
tion and for deployment and re-engineering techniques for service-oriented 
systems. 

— Case tool support, 
— The validity of the SENSORIA approach is demonstrated by case studies of 

the automotive, finance, telecommunications and e-learning domains. 

Useful data 

Project name 

Acronym 
Funded by 
Contract 
Type of project 
Budget 
Contacts 

Projects 
websites 
Duration 
Partners 

Software Engineering for Service-Oriented Overlay 
Computers 
SENSORIA 
European Commission (VI FP) 
IST-016004 
Integrated Project 
Total cost: 10,0 Million Euros / Funding: 8,15 Million Euros 
Coordinator: Martin Wirsing 
(martin.wirsing@lmu.de) 
Dissemination: Nora Koch 
(koch@fast.de) 
www.sensoria-ist.eu 

September, 2005 - August, 2008 
Ludwig-Maximilians-Universitat Miinchen (Germany), Uni-
versita di Trento (Italy), University of Leicester (United King­
dom), Warsaw University (Poland), Technical University of 
Denmark at Lyngby (Denmark), Universita di Pisa (Italy), 
Universita di Firenze (Italy), Universita di Bologna (Italy), 
Istituto di Scienza e Tecnologie della Informazione "A. Faedo" 
(Italy), University of Lisbon (Portugal), University of Edin­
burgh (United Kingdom), ATX Software SA (Portugal), Tele­
com Italia S.p.A (Italy), Imperial College London and Univer­
sity College London (United Kingdom), FAST GmbH (Ger­
many), Budapest University of Technology and Economics 
(Hungary), S&N AG (Germany), Politecnico di Milano (Italy), 
ATX Technologies SA (Portugal) 

mailto:martin.wirsing@lmu.de
mailto:koch@fast.de
http://www.sensoria-ist.eu
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Project UBISEC&SENS 

Speaker: Dirk Westhoff, Nee Europe. 

Summary 

Wireless Sensor Networks (WSNs) are a exciting development with very large 
potential to have a significant beneficial impact on every aspect of our lives while 
generating huge opportunities for European industry. What is needed to kick off 
the development and exploitation of WSNs is an architecture for medium and 
large scale wireless sensor networks integrating comprehensive security capabil­
ities right from the concept stage. This would support the rapid development 
of sensor networks and would open up the application domain for commercial 
activities. UbiSec&Sens intends to solve this by providing a comprehensive ar­
chitecture for medium and large scale wireless sensor networks with the full 
level of security that will make them trusted and secure for all applications. 
In addition UbiSec&Sens will provide a complete tool box of security aware 
components which, together with the UbiSec&Sens radically new design cycle 
for secure sensor networks, will enable the rapid development of trusted sensor 
network applications. 

The UbiSec&Sens approach is to use three representative WSN scenarios 
to iteratively determine solutions for the key WSN issues of scalability, security, 
reliability, self-healing and robustness. This will also give a clearer understanding 
of the real-world WSN requirements and limitations as well as identifying how to 
achieve a successful rollout of WSNs. UbiSec&Sens will provide a comprehensive 
architecture for medium and large scale wireless sensor networks with the full 
level of security that will make them trusted and secure for all applications. The 
overall project goals are to: 

— Focus the work on the intersection of security, routing and in-network pro­
cessing to design and develop efficient and effective security solutions and 
to offer effective means for persistent and encrypted data, storage for dis­
tributed (and tiny) data base approaches 

— Provide a complete toolbox of security aware components for sensor net­
work application development. We aim at extremely energy-efficient and 
condensed data transmission as well as highly robust and reliable solutions 
for concrete WSNs that, at the same time, still provide an appropriate level 
of security. 

— Prototype and validate the UbiSec&Sens solutions in the representative wire­
less sensor application scenarios of agriculture, road services and homeland 
security. 

Technologies 

The main technologies involved in the UbiSec&Sens are the followings: 

— Flexible routing and in-network processing. 
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— Concealed data aggregation. 
— Basic security components. 
— Secure distributed data storage. 
— Enhanced key pre-distribution. 
— Data plausibility. 
— Provably secure routing. 
— Resilient data aggregation. 
— Pairwise/groupwise authentication or re-recognition. 
— Energy-efficient components. 

Expected results 

The results of UbiSec&Sens are a necessary step to progress the field of security 
and communication research in Europe and, as well as advancing the compet­
itiveness of the European industry, they assist the European Commission to 
develop more comprehensive programs for innovative socially and economically 
beneficial sens. 

Useful data 

Project name 

Acronym 
Funded by 
Contract 
Type of project 
Budget 
Contacts 

Projects 
websites 
Duration 
Partners 

Ubiquitous Sensing and Security in the European 
Homeland 
UBISEC&SENS 
European Commission (VI FP) 
026820 
STReP (Specific Targeted Research Project) 
Total cost: 2,9 Million Euros / Funding: 1,9 Million Euros 
Coordinator: Uwe Herzog 
(herzog@eurescom.de) 
Dissemination: Dirk Westhoff 
(dirk.westhoff@nw.neclab.eu) 
www.ist-ubisecsens.org 

January, 2006 - December, 2008 
Eurescom - European Institute For Research And Strate­
gic Studies In Telecommunications GmbH (Ger.), RWTH -
Rheinisch-Westfalische Technische Hochschule Aachen (Ger.), 
INRIA - Institut National De Recherche En Informatique Et 
En Automatique (Fra.), IHP - Innovations For High Perfor­
mance Microelectronics (Ger.), INOV - INESC Inovacao - In-
stituto De Novas Tecnologias (Por.), BUTE - Budapest Uni­
versity of Technology and Economics (Hun.), RUB - Ruhr Uni­
versity Bochum (Ger.), NEC Laboratories Europe (U.K.) 

mailto:herzog@eurescom.de
mailto:dirk.westhoff@nw.neclab.eu
http://www.ist-ubisecsens.org
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Project WASP 

Speaker: Laurent Gomez, SAP Research. 

Summary 

An important class of collaborating objects is represented by the myriad of wire­
less sensors, which will constitute the infrastructure for the ambient intelligence 
vision. The academic world actively investigates the technology for Wireless 
Sensor Networks (WSN). Industry is reluctant to use these results coming from 
academic research. A major cause is the magnitude of the mismatch between 
research at the application level and the node and network level. The WASP 
project aims at narrowing this mismatch by covering the whole range from basic 
hardware, sensors, processor, communication, over the packaging of the nodes, 
the organisation of the nodes, towards the information distribution and a selec­
tion of applications. The emphasis in the project lays in the self- organisation 
and the services, which link the application to the sensor network. Research into 
the nodes themselves is needed because a strong link lies between the required 
exibility and the hardware design. Re-search into the applications is necessary 
because the properties of the required services will in uence the configuration of 
both sensor network and application for optimum efficiency and functionality. 
All inherent design decisions cannot be handled in isolation as they depend on 
the hardware costs involved in making a sensor and the market size for sensors 
of a given type. Three business areas, road transport, elderly care, and herd con­
trol, are selected for their societal signifficance and large range of requirements, 
to validate the WASP results. The general goal of the project is the provision of 
a complete system view for building large populations of collaborating objects. 
The system incorporates networking protocols for wireless sensor nodes to hide 
the individual nodes from the application. The impact on European industry 
and research comes from the provision of an European alternative to the wire­
less sensor nodes originating in the US. The WASP results will be well suited 
for adoption by SMEs. The consortium de 

nes an active programme to approach the appropriate SMEs and to famil­
iarise them with the WASP results. 

Technologies 

The main technologies involved in this approach are the following: 

— The development of an autonomous and intelligent infrastructure, which 
incorporates a wireless sensor network. 

— The development of a cost-efficient infrastructure that encourages applica­
tion driven optimisation of the network composed of generic nodes. 

— The deployment of the developed infrastructure within a prototype, based 
on selected applications, to validate both the sensor network design and the 
genericity of the offered design. 
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Expected results 

The project aims at providing: 

— A consistent chain of software components to support (dynamic) energy-
optimisation, security, QoS guarantees, and the specification of trade-off 
preferences by the application. 

— Sets of cross-optimised software stacks with each set optimised for a given 
set of application characteristics. 

— Set of benchmarks and measurements to compare energy efficiency and code 
efficiency between existing and new alternatives. 

— Design-rules for the configurable sensor nodes, and their applications and 
optimisation strategies. 

— A prototype implementation in two of the three chosen business areas 

Useful data 

Project name 
Acronym 
Funded by 
Contract 
Budget 
Contacts 
Projects 
websites 
Duration 
Partners 

Wirelessly Accessible Sensor Populations 
WASP 
European Commission (VI FP) 
IST-034963 
Total Cost: 16.3 Million euros / Funding: 10.1 Million euros 
peter.van.der.stok@philips.com 
www.wasp-project.org 

September, 2006 - February, 2010 
Philips Research Eindhoven (the Netherlands), CEFRIEL 
(Italy), IMEC-NL (the Netherlands), CSEM (Switzerland), 
TU Eindhoven (the Netherlands), European Microsoft Inno­
vation Center (Germany), Health Telematic Network (Italy), 
Fraunhofer-Gesellschaft (Germany), ASG veehouderij (the 
Netherlands), Imperial College (United Kingdom), ST mi­
croelectronics (Italy), INRIA (France), EPFL (Switzerland), 
Philips Research Aachen (Germany), Centro Ricerche Fiat 
(Italy), TU Kaiserlautern (Germany), RWTH Aachen (Ge-
many), SAP (France), University of Padeborn (Germany) 

mailto:peter.van.der.stok@philips.com
http://www.wasp-project.org
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Project ESFORS 

Speaker: Pedro Soria-Rodriguez, Atos Research & Innovation. 

Summary 

ESFORS is a Coordination Action that aims at bringing together the Euro­
pean stakeholders for security and dependability Information and Communica­
tion Technologies (ICTs) to address the security and dependability requirements 
of emerging software service platforms. This emergence of open service platforms 
such as web services provides major opportunities to position the European 
software industry at the heart of the emerging information society. However, 
the uptake of solutions based on software by industry is dependent on industry 
confidence in their security and dependability. 

The project is positioned to support the emergence of a software and services 
platform architecture ensuring the incorporation of security and dependability 
best practice. The project will complement already existing coordination actions, 
e.g. SecurlST, to help shape the Security and dependability content within the 
European Strategic Research Agenda. It will co-operate with SecurlST to ensure 
that open service requirements are incorporated into the SecurlST security and 
dependability technology roadmap and that the roadmap is incorporated into 
the research agenda of the software and service research community. ESFORS 
will act as a bridge between these two communities: the software and services 
application community and the security and dependability community. 

Technologies 

The studies conducted in ESFORS are concerned with Service Oriented Archi­
tectures, and other related technology challenges. The project itself does not 
design or develop any technologies, but concentrates only on studies. 

Expected results 

ESFORS will act as a bridge between these two communities: the software and 
services application community and the security and dependability community. 

The project will support the development of a secure web services frame­
work for communications networks and information infrastructures in Europe 
by bringing together the key players from the web service and software and 
security and dependability communities. 

The project is focused on coordinating the European activities to enable 
secure ICT services. The concept of Services represents a significant change in 
the way ICT will be delivered. An example of this is "web services", which present 
a significant embodiment of the likely change. 

By establishing links between projects in the services and security domains, 
ESFORS will articulate the security and dependability framework for the emerg­
ing industrial initiative on web services, software development and information 
infrastructure. This will include the FP7 technology platform instrument. 
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In particular, ESFORS will bring together all of the players that will con­
tribute to a security and dependability framework required to support the estab­
lishment of a European Software and Services Technology Platform (see NESSI). 

Finally, the project will produce a set of recommendation for future research 
objectives within E.G. framework programmes, and within the NESSI Strategic 
Research Agenda. 

Useful data 

Project name 

Acronym 
Funded by 
Gontract 
Type of project 
Budget 
Gontacts 

Projects 
websites 
Duration 
Partners 

European Security Forum for Web Services, Software 
and Systems 
ESFORS 
European Gommission 
FP6-027599 
Goordination Action 
900,000 euros 
Pedro Soria-Rodriguez 
pedro. soria@ at osorigin. com 
www.esfors.org 

November, 2005 - October, 2007 
Leader: Atos Origin 
Partners: HP, SAP, Engineering, Waterford Institute of Tech­
nology, University of Lisboa. 

http://www.esfors.org
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Project PalCom 

Speaker: Erik Gronvall, University of Siena. 

Summary 

The PalCom project aims to research and develop a new perspective on ambi­
ent computing named palpable computing. Palpable denotes that systems are 
capable of being noticed and mentally apprehended. Palpable systems support 
people in understanding what is going on at the level they choose. Palpable sys­
tems support control and choice by people. Often the default mode for a palpable 
application is to suggest courses of action rather than acting automatically. Thus 
palpable computing complements the effectiveness of ambient computing with a 
focus on making the means of empowering people intelligible. 

The project applies a participatory design process, where technical possibil­
ities and scientific analysis are balanced with usefulness and the development is 
given direction through user needs. Through this work the project contributes 
to the innovation of tools and techniques for user centred, participatory design 
of palpable applications. 

As an important element in this process the project entails continuous in­
volvement of a number of user sites. 

Technologies 

The various development processes in the PalCom project entail a large amount 
of diflFerent ambient computing technologies, both in terms of hardware and 
software. Some of the key themes for the common software architecture are: 

— Service orientated architectures. 
— Assemblies of services (Service composition). 
— Generic runtime inspection mechanisms. 
— Resource aware architectures. 

Expected results 

The two main objectives are to design: 

— An open architecture for palpable computing. 
— A conceptual framework to understand the particulars of palpable technolo­

gies and their use. 

Secondary objectives include: 

— Design and implementation of a (open source) toolbox for the construction 
of palpable applications. 

— Development of a range prototypes of palpable applications 
— Gaining a firm understanding of a range of practices into which palpable 

technologies may be introduced 
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Project name 

Acronym 
Funded by 
Contract 
Type of project 
Budget 

Contacts 

Projects 
websites 
Duration 
Partners 

Palpable Computing: A new perspective on Ambient 
Computing 
PalCom 
European Commission, Swiss Government and partners 
IST-002057 
Integrated Project 
EU Funding: 7.004.000 euros 
Swiss funding: 1.400.000 euros 
Commercial partner funding: 1.600.000 euros 
University funding: 300 person months 
Coordinator: Morten Kyng 
(mkyng@daimi.au.dk) 
Dissemination: Gunnar Kramp 
(gkramp@daimi.au.dk) 
Scientific: Morten Kyng 
(mkyng@daimi.au.dk) 
www.ist-palcom.org 

January, 2004 - December, 2007 
University of Aarhus, Denmark; University of Siena, Italy; 
Lund University, Sweden; Malmo University, Sweden; Lan­
caster University, UK; Aarhus School of Architecture, Den­
mark; Kings College, London University, UK; L'ecole Polytech-
nique Federale de Lausanne, Switzerland; 43D APS, Denmark; 
Siemens Aktiengesellschaft, Germany; Whitestein Technolo­
gies AG, Switzerland; Alexandra Instituttet A/S, Denmark 

mailto:mkyng@daimi.au.dk
mailto:gkramp@daimi.au.dk
mailto:mkyng@daimi.au.dk
http://www.ist-palcom.org
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Project R4eGov 

Speaker: Michel Frenkiel. 

Summary 

Putting eGovernment in place has become a priority throughout Europe over 
the past ten years. This is mostly thanks to people like Andre Santini, one of 
the first eGovernment pioneers. 

eGovernment offers many advantages: it makes citizens' lives easier, it's a 
more cost-effective way to use taxpayers money, it encourages research, and it 
helps develop local economies. 

eGovernment has become a reality for most of today's public administrations; 
and many different applications exist. Most of the applications were created as 
stand-alone applications. We now face a situation where these stand-alone appli­
cations need to communicate with each other. This brings a threefold challenge. 
First we need to make sure that communication is achieved without compro­
mising the citizen's privacy. Then, that it does not break any of the rules im­
plemented in the Member States. Finally, that it does not replace any of the 
systems already in place. 

This is the challenge the R4eGov team faces. 
Public administrations all across the EU have explained to us the specific 

problems they have. We decided to focus on a few selected cases. These involve 
prestigious administrations such as Eurojust, Europol, the Austrian Chancellery, 
the German Federal Court of Justice, the Paris Business Court, the ERASMUS 
programme, and consulates. In total, 20 of the best representatives from the 
research field and from the private sector work on the R4eGov project. Their 
collaboration in the areas of process control and security will generate the re­
quired new methodology and toolsets. 

After one year of activity, we selected among these case studies two partic­
ularly well adapted problems to demonstrate the technology developed in the 
project. These two case studies will be further developed into full blown demon­
strators. They are: 

— BKA's Pilot of lOP gateway: information handling in a Legal Information 
System. 

— Eurojust/Europol: Judicial and Law enforcement cooperation between EU 
Member States and EU agencies. 

Technologies 

— Workflows. 
— IT security. 
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Expected results 

- A model and associated IT tools to enable and control interoperability be­
tween European public administrations IT systems 

— Two demonstrations running in large, demanding public administrations: 
1. linking Euro just and Europol systems. 
2. linking several Austrian federal administrations. 

Useful data 

Project name 
Acronym 
Funded by 
Contract 
Type of project 
Budget 
Contacts 

Projects 
websites 
Duration 
Partners 

Towards e-Administration in the large 
R4eGov 
European Commission (VI FP) 
IST-2004-026650 
Integrated Project 
Total cost: 11,2 Million euros / Funding: 7,4Million euros 
Coordinator: Michel Frenkiel 
(michel.frenkiel@r4egov.info) 
Dissemination: Emmanuelle Martinot 
(Emmanuelle. Martinot @onenort heast. co. uk) 
Scientific: Adreas Schaad 
(andreas.schaad@sap.com) 
www. r4egov. info 

March, 2006 - February, 2009 
Bundesgerichtshof (Germany); Bundeskanzleramt der Repub-
lik Oesterreich (Austria); Deutsches Forschungszentrum fiir 
kiinsthche Intelligenz GmbH (Germany); Eurojust (EU); Eu­
ropol (EU); Greffe du tribunal de commerce de Paris (France); 
Hamburger Informatik Technologic Center E.V. (Germany); 
INFOCERT (Italy); Institut Eurecom (France); Karobas 
(France); Max-Planck-Gesellschaft z.f.d.w. represented by the 
MPI fuer Informatik (Germany); Metadat IT-Beratungs und 
Entwicklungs GmbH (Austria); North East Development 
Agency (UK); SAP (Germany); Service Public Federal Tech­
nologic de I'information et de la communication (Belgium); 
Thales Security Systems (France); UNISYS (Belgium); Uni-
versitat Koblenz (Germany); University of Leeds (UK); Web 
Force (France) 

mailto:michel.frenkiel@r4egov.info
mailto:andreas.schaad@sap.com
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EPoSS 

Speaker: Sebastian Lange, VDI/VDE Innovation + Technik GmbH. 

Summary 

EPoSS, the European Technology Platform on Smart Systems Integration, is an 
industry driven policy initiative defining R&D and innovation needs and policy 
requirements related to Smart Systems Integration and integrated Micro and 
Nanosystems. EPoSS is contributing to the Lisbon Strategy aiming at boost­
ing economic growth, creating more and better jobs and ensuring sustainable 
prosperity in Europe. 

A group of major industrial companies based in different European Member 
States intends to co-ordinate their activities and to develop a vision for and 
to set-up a research agenda on innovative Smart Systems Integration. EPoSS 
brings together European private and public stakeholders in order to create an 
enduring basis for structuring initiatives, for co-ordinating and bundling efforts, 
for setting-up sustainable structures of a European Research Area on Smart 
Systems Integration. EPoSS embraces all key players, public and private, in the 
value chain so as to 

— provide a common European approach on Innovative Smart Systems Inte­
gration from research to production outlining the key issues for a strategic 
European innovation process. 

— formulate a commonly agreed roadmap for action (updating, assembling and 
completing existing material and approaches) and provide a strategic R&D 
agenda. 

— mobilise public and private human, infrastructural and financial resources, 
and. 

— define priorities for common research and innovation in the future. 

The initiative is of immediate importance in view of defining research and tech­
nology priorities for the EU's Vllth Framework Programme, for raising more 
critical mass and resources and for coordinating between different initiatives 
(national, regional, EUREKA, European public funding and industry). 

Technologies 

— Smart Systems. 
— Aeronautics. 
— Automotive. 
— Medical Technologies. 
— RFID. 
— Security. 
— Information & Communication. 
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Expected results 

Strengthen European competitiveness, increase the success of the partners in 
participating in the Framework Programme, Define Roadmaps and Strategies in 
the field of Smart Systems Integration. Facilitate Networking, etc... 

Useful data 

Project name 

Acronym 
Funded by 
Type of project 
Contacts 

Projects 
websites 
Duration 
Partners 

European Technology Platform on Smart Systems In­
tegration 
EPoSS 
Members 
European Technology Platform 
Chairman: Klaus Schymanietz 
Oflftce: Sebastian Lange 
(slange@vdivde-it.de) 
www.smart-systems-integration.org 

Open 
EADS, Thales, Siemens, Bosch, Continental, Gemalto, NXP, 
Philips, EPCOS, etc ... 

mailto:slange@vdivde-it.de
http://www.smart-systems-integration.org
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Project Hydra 

Speaker: Atta Badii, University of Reading. 

Summary 

The first objective of the Hydra project is to develop middleware based on a 
Service-oriented Architecture, to which the underlying communication layer is 
transparent. The middleware will include support for distributed as well as cen­
tralised architectures, security and trust, reflective properties and model-driven 
development of applications. 

The HYDRA middleware will be deployable on both new and existing net­
works of distributed wireless and wired devices, which operate with limited re­
sources in terms of computing power, energy and memory usage. It will allow 
for secure, trustworthy, and fault tolerant applications through the use of novel 
distributed security and social trust components and advanced Grid technolo­
gies. 

The embedded and mobile Service-oriented Architecture will provide interop­
erable access to data, information and knowledge across heterogeneous platforms, 
including web services, and support true ambient intelligence for ubiquitous net­
worked devices. 

The second objective of the HYDRA project is thus to develop a Software 
Development Kit (SDK). The SDK will be used by developers to develop inno­
vative Model-Driven applications. 

Technologies 

— Embedded and mobile So A. 
- Semantic MDA for Ami. 
— Ambient Intelligence support. 
- Hybrid architectures. 
- Wireless devices & networks. 
— Trust and security. 

Expected results 

The project results consist of the following end products: 

— HYDRA middleware for networked embedded systems - Adds Ami applica­
tions to new and existing embedded systems and components. 

- HYDRA Software Development Kit (SDK) for middleware - Allows devel­
opers to rapidly create new networked embedded Ami applications. 
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Project name 

Acronym 
Funded by 
Contract 
Type of project 
Budget 
Contacts 

Projects 
websites 
Duration 
Partners 

Networked Embedded System middleware for Hetero­
geneous physical devices in a distributed architecture 
Hydra 
European Commission (VI FP) 
1ST 2005-034891 
Integrated Project 
12,8 Mill euros 
Coordinator: Dick Powell 
(dpowell@cinternational.co.uk) 
Dissemination: Heiz-Josef Eikerling 
(Heinz-Josef.Eikerling@c-lab.de) 
Scientific: Peter Rosengren 
(peter .rosengren@cnet .se) 
littp://www.hydra.eu.com 

July, 2006 - June, 2010 
C International, Ltd. (UK), CNet Svenska AB (Sweden), The 
Fraunhofer Institute for Applied Information Technology (Ger­
many), The Fraunhofer Institute for Secure Information Tech­
nology (Germany), In-JeT ApS (Denmark), Priway (Den­
mark), T-Connect S.r.l. (Italy), Telefonica I+D SA (Spain), 
University of Aarhus (Denmark), Innova S.p.A. (Italy), Uni­
versity of Reading (UK), MESH-Technologies A/S (Denmark), 
Siemens Business Services (Germany), Technical University of 
Kosice (Faculty of Economics, Faculty of Electrical Engineer­
ing and Informatics) (Slovakia), University of Paderborn (Ger­
many) 

mailto:dpowell@cinternational.co.uk
mailto:Heinz-Josef.Eikerling@c-lab.de
http://www.hydra.eu.com
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Project BioSecure 

Speaker: Massimo Tistarelli, University of Sassari. 

Summary 

The main objectives of the BioSecure Network of Excellence are: 

1. To strengthen and integrate multidisciplinary research effort in order to in­
vestigate biometrics-based identity authentication for the purpose of meeting 
the trust and security requirements in our progressing digital information so­
ciety, through effective and dynamic technologies. 

2. To disseminate and spread excellence using a number of dedicated tools that 
will strengthen the impact of scientific dissemination. Such tools include 
workshops, conferences. Residential workshops and similar events that are 
organised by the network. The international collaboration will also be en­
hanced by facilitating mobility across Europe through visiting researcher, 
Post-Doc. 

The Network is composed of most of the excellent European institutes which 
have a great experience in the biometric field and are willing to work together 
in order to produce more effective and visible results. Two well known american 
institutes are also full partners of the network. The network has also some links 
with CASIA (China ) which is in the process of becomming associate partner. 

The network will thus become a durable and lasting virtual laboratory, with 
high visibility and interactions. It acts as a kernel of institutes aiming at widely 
disseminating information, results, data, and norms all through Europe, at cre­
ating excellence through training of researchers and doctoral students, which 
will enable the sustainability of Europe's excellence in this Biometrics field. 

In operational terms, the envisaged objectives include the following ones: 

1. Building of a common research infrastructure to avoid unnecessary dupli­
cation and splitting of resources. The classical investigation of monomodal 
biometric methods are pursued, with a special attention to emerging ones. 
An important stress will also be given to the combination of modalities. 

2. Building of a common evaluation framework (that would include common 
database and protocols for technology evaluation). A particular focus will 
be on the integration of the existing material (databases and softwares) pre­
viously developed in different laboratories or in previous national or EC 
projects. 

3. Organizing International Competitions such as NIST (National Institute of 
Standards and Technology) speech and face evaluation campaigns or the 
FVC (Fingerprint VerificationCompetition), which already takes place in 
Europe. 

4. Promoting new European standards and common means of evaluation. In­
deed, standards in the Biometrics area are mainly driven by the American 
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organization ANSI and a few other interested groups. However, the inter­
national ISO and CEN European standards have recently launched specific 
working groups in the Biometry area, to which BioSecure contribution will 
be beneficial. 

5. Facilitating the practical usage and employability of the technology by iden­
tifying and addressing the technical challenges linked to applications. 

6. Increasing training and mobility which represent essential tools for integra­
tion. A number of important initiatives have been identified to promote 
research personnel mobility (short-term missions, working seminars. Joint 
PhD supervision ...) and students or young researchers mobility (Post Docs, 
Joint PhD...). It is also one of the major goals of BioSecure to promote 
international training and several means are envisaged such as Residential 
workshops, European Master Program (distributed e-learning ...). 

BioSecure also devotes a huge effort both in terms of initiatives and financial 
contribution to dissemination and excellence spreading since it is an essential 
mean to bring together all researchers across the full NoE and beyond. These 
activities include: 

— large scale events that will either bring together the community (Annual 
BioSecure symposium/workshop. Special sessions at leading international 
and European conferences). 

— Promotion of BioSecure (external forums or exhibitions such as Biometrics 
2006, in general Media for public awareness and improving the science at­
tractiveness for young students of both genders. 

— Specific training (such as regular 'web seminars' broadcast over internet to 
members, short courses for industry). 

Expected results 

Specification and design of facilities for multimodal biometric algorithms evalu­
ation, namely, databases, reference systems and assessment protocols. 
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Usefu l d a t a 

Project name 
Acronym 
Funded by 
Contract 
Type of project 
Budget 
Contacts 

Projects 
websites 
Duration 
Partners 

Biometrics for Secure Authentication 
BioSecure 
European Commission (VI FP) 
IST-2002-507634 
Network of Excellence 
Total cost: Funding 3 Million euros 
Coordinator: Caisse des Depots et Consignations (CDC) 

Scientific: Groupe des Ecoles des Telecommunications (GET) 
(Bernadette.Dorizzi@int-edu.eu) 
www. biosecur e. info 

June, 2004 - September, 2007 
Caisse des Dpots et Consignations (France); Groupe des Ecoles 
de Telecommunication (France); Eurecom (France); Thales 
Research & Technology France (France); Universite d'Avignon 
et des Pays de Vaucluse (France); Thales Security System 
(France); University of Kent (UK); University of Surrey (UK); 
University of Wales Swansea (UK); University of Magde­
burg (Germany); Universidad de Vigo (Spain); Universidad de 
Zaragoza (Spain); Universidad Politecnica de Madrid (Spain); 
Universitat Pompeu Fabra (Spain); Fondazione Ugo Bordoni 
(Italy); Universita Degli Studi di Bologna (Italy); University 
of Sassari (Italy); Joanneum Research Graz (Austria); Aris­
totle University of Thessaloniki (Greece); Stichting Centrum 
voor Wiskunde en Informatica (Netherlands); University of 
Twente (Netherlands); Halmstad University (Sweden); Univer­
sity of Ljubljana (Slovenia); University of Fribourg (Switzer­
land); Swiss Federal Institute of Technology (Switzerland); In­
stitute of Information Technologies (Bulgaria); University of 
Zagreb (Croatia); Bogazici University (Turkey); San Jose State 
University (USA); Michigan State University USA) 

mailto:Bernadette.Dorizzi@int-edu.eu
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Project GREDIA 

Speaker: Dimitrios Sotiriou, Athens Technology Center. 

Summary 

Grid technology has achieved significant advances in the past few years, thanks 
in part to a considerable number of prominent organisations that have con­
tributed to Grid middleware. This has opened horizons for new exploitation 
opportunities; however, these opportunities have not yet fully materialised in 
terms of the emergence of new applications for industry. Use of Grid technology 
is still primarily confined to scientific applications, which have been developed 
by scientific organisations with the necessary expertise in Grid principles. Many 
organisations developing IT applications for industry have been reluctant to 
leverage Grid technologies and concepts, due to perceived complications in their 
use and deployment. 

GREDIA addresses this problem with the delivery of a Grid application 
development platform, a tool which will provide high level support for the devel­
opment of Grid business applications through a fiexible graphical user interface. 
This platform will be generic in order to combine both existing and arising Grid 
middleware, and facilitate the provision of business services, which mainly de­
mand access and sharing of large quantities of distributed annotated numerical 
and multimedia content. 

Furthermore, GREDIA will facilitate for mobile devices to exploit Grid tech­
nologies in a seamless way by enabling mobile access to distributed annotated 
numerical and multimedia content. The potential effects of the platform will be 
validated through two pilot applications, servicing the vital sectors of media and 
banking. 

The objectives of the GREDIA project can be summarised as follows: 

— Develop a reliable Grid application development platform with high-level 
support for the design, implementation and operational deployment of secure 
Grid business applications. 

— Enable the efficient data management of mobile services for business appli­
cations. 

— Ensure the protection of data and transactions at all levels through a dedi­
cated security framework. 

— Validate the platform by producing two pilot Grid applications to address 
real life scenarios, servicing the domains of media and banking. 

The effectiveness and the reliability of the GREDIA Grid application develop­
ment platform will be validated through the deployment of pilot applications in 
two operational domains: 

— A media and journalism application is intended to allow journalists and 
photographers to make their work available to a trusted network of peers at 
the moment when it is produced, either from desktops or mobile devices. This 
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pilot will bring together the market orientation and pervasiveness of mobile 
communication technology with the promise of a dynamically concerted use 
of resources and services provided through Grid infrastructures. 

— A banking application will enable the exchange of complex information be­
tween the customers and their bank(s) in a Basel II related credit scoring 
scenario. This pilot will utilize the advances in web services and other mid­
dleware developed in GREDIA to demonstrate how Grids can be accessed 
by many partners regardless of location, ensuring that the data sharing is 
consistent with the principles of the financial sector. 

Expected results 

From a technical point of view, GREDIA will focus on: 

— Developing and maintaining a novel generic Grid middleware required for ser­
vicing business applications accessing distributed annotated numerical and 
multimedia content. 

— Extending the notion of Grid middleware to the management of mobile 
data, thus allowing mobile devices to participate in a data Grid as service 
providers, in a peer-to-peer manner. 

— Defining and analysing the appropriate interfaces to support the protection 
of data and transactions among peer-to-peer Grid based applications at all 
levels through a dedicated security framework. 

Through the development of the Grid application development platform, GRE­
DIA will contribute to the state of the art in several important areas: 

— Innovative search and retrieval mechanisms for fast access of annotated nu­
merical and multimedia content distributed over the Grid, based on P2P 
overlay network technology. 

— A new notation for Grid application developers, allowing for easy definition 
of Grid application's static and dynamic aspects, hiding the complexity of 
semantic service matchmaking. 

— Ontological services supporting interoperability in and across Virtual Or­
ganisations, building a semantic abstraction layer over available resources in 
the Grid. 

— Implementation of information services that rapidly catalogue content on 
mobile devices, and design of agents that seek data caching and replication 
services based on QoS criteria. 

— Protection of data and transactions through a secure framework for au­
thentication of entities, confidentiality and integrity to access from remote 
resources. 

Expected results 

GREDIA will produce a reliable platform with high-level support for the design, 
development and operational deployment of secure Grid business applications. 
Through the successful deployment of the platform, GREDIA will: 
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— Build business applications upon a novel Grid middleware, enabling the ac­
cess to distributed annotated numerical and multimedia content in a secure 
way. 

— Define and specify services that will allow mobile devices to participate in 
the Grid Virtual Organisation in a seamless way. 

— Analyse a security framework that will protect data at all levels of the Grid 
Virtual Organisation. 

— Evaluate the framework by producing two Grid pilot applications, addressing 
real life scenarios servicing the areas of media and banking. 

Useful data 

Project name 
Acronym 
Funded by 
Contract 
Type of project 
Budget 
Contacts 

Projects 
websites 
Duration 
Partners 

Grid enabled access to rich media content 
Gredia 
European Commission (VI FP) 
FP6 - 034363 
Specific Targeted Research or Innovation Project (STREP) 
Total cost: 3,3 Million euros / Funding: 2,4 Million euros 
Coordinator: Nikos Sarris 
(n.sarris@atc.gr) 
Dissemination: Wilfried Runde 
(wilfried.runde@dw-world.de) 
Scientific: Nektarios Koziris 
(nkoziris@cslab.ece.ntua.gr) 
www.gredia.eu 

October, 2006 - March, 2009 
Athens Technology Center S.A., SYMBIAN Ltd., Deutsche 
Welle, The Academic Computing Centre CYFRONET AGH, 
Institute of Communication and Computer Systems, City Uni­
versity of London, University of Malaga, Institute of Comput­
ing Technology, Chinese Academy of Sciences, DIAS Publish­
ing Ltd, Banca Popolare di Sondrio. 

mailto:n.sarris@atc.gr
mailto:wilfried.runde@dw-world.de
mailto:nkoziris@cslab.ece.ntua.gr
http://www.gredia.eu
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Project GridEcon 

Speaker: Dimitrios Sotiriou, Athens Technology Center. 

Summary 

The overall goal of the GridEcon project is to advance the functionality of exist­
ing Grid technology with respect to its capability to allow the economics-aware 
operation of Grid apphcations. GridEcon will propose the necessary solutions 
and extensions to this technology, so that new Grid business models can be 
implemented. The specific objectives that will be pursued are: 

— Define and analyze economic issues that arise in the current and emerging 
Grid business models by using representative scenarios of Grid computing. 

— Develop economic models for service provisioning and resource sharing across 
organizations. 

— Design markets for services at various levels of service provisioning, from 
basic utility services to web services where buyers can express preferences 
for quality and reliability. 

— Analyze new paradigms of revenue generation, accounting and settlement in 
the utility services model. 

— Design the new components which will add the above functionality to the 
existing Grid middleware. 

— Validate these findings by implementing specific components. 
— Maximize the commercial impact of the project results by influencing exist­

ing technology trends and by explaining the important role of economics in 
the development of the new Grid applications. 

Technolgies 

The main technologies involved in this approach are the following: 

— Analysis from business perspective (business models). 
— Economic analysis and economic models. 
— Service Oriented Architecture for deploying Economic Enhanced Compo­

nents. 
— Middleware for existing Commercial Grid Infrastructure (i.e. Amazon EC2). 

Expected results 

Provide economic-aware components in the form of middleware for enchasing 
existing Grid Infrastructure and provide the opportunity for creating a dynamic 
Grid Market. 
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Project name 
Acronym 
Funded by 
Contract 
Type of project 
Budget 
Contacts 

Projects 
websites 
Duration 
Partners 

Grid Economics and Business Models 
GridEcon 
European Commission (VI FP) 
IST-033634 
Specific Targeted Research or Innovation Project (STREP) 
Total cost: 3,5 Million euros / Funding: 2,4 Million euros 
Coordinator: Jorn Altmann 
(jorn.altmann@acm.org) 
Dissemination: : Derek McKeown 
(derek.mckeown@rtel.com) 
Scientific: : Jorn Altmann 
(jorn.altmann@acm.org) 
littp://gridecon.eu/ 

July, 2006 - December, 2008 
International University (Germany), Athens University of 
Economics and Business (Greece), Ernst & Young - MSC 
B.V. (Belgium), Imperial College London (UK), LogicaCMG 
B.V.(The Netherlands), GigaSpaces (Israel), Real-Time Engi­
neering Ltd (UK), Athens Technology Center S.A. (Greece), 
The 451 Group (UK) 

mailto:jorn.altmann@acm.org
mailto:derek.mckeown@rtel.com
mailto:jorn.altmann@acm.org


Cyber-Security EU/US. Meet the pathfinders of 
our future 

Jacques Bus^ (organizer and moderator), Andy Purdy^, Jody Westby^, Willem 
Jonker"^, Michel Riguidel^, David Wright^, and Charles Brookson^ 

^ ICT Trust and Security Unit, European Commission 
^ DRA Enterprises and BigFix, US 

^ Global Cyber Risks LLC, US 
^ Digital Lifestyle Technology, Philips Research, NL 
^ Ecole National Sup. des Telecommnications, FR 

^ Trilateral Research & Consulting, UK 
^ OCG Security, ETSI 

1 Introduction 

The AmLd'07 conference finished with a plenary panel debate focused on the dif­
ferent views of cyber-security aspects and the collaboration between the United 
States and the European Union. 

The objective of the panel was to discuss the future networked world, based 
on many types of network infrastructure and a service-centric computing model. 
The debate was preceded by a series of presentations by each of the panellists. 
Jacques Bus conducted the panel, introduced the subject and the speakers and 
contextualized the objectives, which were condensed in the following questions: 

— How secure and trustworthy will our lives be in the future networked world. 
Will we be able to protect ourselves against cyber crime (ID theft, phishing, 
hacking into critical infrastructures with criminal or terrorist aims). What 
are the vulnerabilities and how can we reduce the risks. 

— What will be the level of privacy and data protection. How can users and 
content vendors be empowered to protect their own data and content. How 
does that relate to the data retention laws and data collection methods used 
for policing and intelligence gathering, as well as the data collection for 
personalised and interactive services. What are the dangers. 

— How can research and technology development in ICT help solve these prob­
lems, particularly how can it be used to find the right balances. 

— How can industry develop devices and services and propose valid business 
cases that stimulate trust, user acceptance, privacy protection and security. 

— What are potential areas of cooperation between the EU and US that can 
stimulate progress at a global scale towards a secure future, whilst guaran­
teeing and further enhancing our values and human rights. Which steps can 
be taken towards such cooperation. 

The selected speakers were composed by (i) two persons from the US: Andy 
Purdy, former acting director of the National Cyber Security Division/US-CERT 
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of the Dep. of Homeland Security and currently CEO of DRA Enterprises, 
who was a member of the White House team that helped to draft the US Na­
tional Strategy to Secure Cyberspace; and Jody Westby, CEO of Global Cyber 
Risk LLC and Distinguished Fellow, Carnegie Mellon Cylab, who represented 
Carnegie Mellon University and presented the US research perspective on pri­
vacy and security; (ii) two researchers from Europe: Willem Jonker, head of 
the research sector on Digital Lifestyles of Philips (an important driver behind 
the concept of Ambient Intelligence), presenting the industrial view; and Michel 
Riguidel, professor at ENST, addressing in particular security and related sub­
jects in future communication networks; and finally (iii) two speakers providing 
transversal views: David Wright, who played an important role in an EU funded 
project SWAMI (Safeguards in a World of Ambient Intelligence) that developed 
so-called dark scenarios in the future Information Society, and Charles Brookson, 
chairman of ETSI OCG Security, who provided a view with particular attention 
to practical problems and solutions, related to interoperability and standardisa­
tion that are of relevance in this context. 

2 Individual statements 

2.1 Introduction by Jacques Bus 

Security (protection against violence and crime) is a worry of people since their 
existence. Circumstances and context make the difference of how to address 
it. A metaphor can be established between the protection of cyberspace and 
the protection of citizens. The situation in cyberspace has evolved in a similar 
way to the transition from the walled castle in the middle ages to the open 
metropolis now. The means to secure citizens have changed accordingly, and a 
similar development needs to take place with security on the Net. The traditional 
approach based on perimeter security is not appropriate any more. Firewalls and 
isolated systems will still play some role, but it will have to be combined with 
for example trust and reputation mechanisms to enhance security in the new 
generation of open and interconnected networks. 

Having a protected, private environment which allows for individual creativ­
ity, dignity and protection of personal property and data, is similarly universal 
and of all times. Again the circumstances make the difference of how to address 
it. The future ambient intelligent environments will have dramatic effects on the 
openness and complexity of our communication and computing environment, 
raising enormous data management problems at all levels. In the past it was 
based on proximity, hiding in a personal place, or going to places where nobody 
knew you. In the Information Society, with CCTV, mobile phones with cameras, 
cell phones, Wi-Fi networks, Google searches and visiting Internet websites, one 
can track everyone's movements in physical as well as in cyberspace. 

Living safe but also convenient, without daily confrontation with security 
controls, fear of arrests and long security queues is essential to ensure trust of 
citizens in the society. ICT should ensure acceptable and trustworthy security, 
but not be used for "big brother" or building the "intelligence state". It should 
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provide for intelligent (smart) and convenient, citizen friendly security, with 
accountable political and institutional control. This is the scene on which the 
panel discussion will focus. 

Some of the questions to be answered are: 

— What are the future and current challenges? 
— Can we envisage dark scenarios? 
— Do EU and US have different approaches in balancing citizen/societal secu­

rity against personal freedom and privacy and user convenience? 
— What are possible future solutions and which research should we prioritise 

to avoid dark scenarios and stimulate a development of our society to be 
prosperous, safe, convenient and stimulating creativity? 

— What other means do we need by priority in the battle for a safe live in 
dignity? 

2.2 Andy Purdy 

The talk of Andy Purdy illustrated the perspective of preparedness planning and 
risk management, solidly founded on his experience in the Department of Home­
land Security of the USA. He helped to draft the National Strategy to Secure 
Cyberspace and helped to form and then led the Dept of Homeland Security, 
National Cyber Security Division and US-CERT, etc. In particular he described 
the roles and responsibilities defined in the HSPD-7 (Homeland Security Presi­
dential Directive 7) about identification, prioritization, and protection of critical 
infrastructures. 

Regarding preparedness and incident response, processes and standards for 
certification and accreditation and statutory requirements such as the Federal 
Information Security Management Act (FISMA) he said these have made a valu­
able contribution, but significant work remains to be done in the assessment 
and mitigation of cyber risk to government systems and critical infrastructure. 
Other mechanisms such as the US-CERT of the National Cyber Security Divi­
sion (NCSD), the Federal CONOPS (Concepts of Operations), the Information 
Sharing and Analysis Centers (ISACs) and the Joint Operations Centers were 
also introduced. 

Mr Purdy described initiatives aiming at assessing and managing cyber risk 
such as the National Infrastructure Protection Plan (NIPP), which includes a 
formal public-private partnership called the Critical Infrastructure Partnership 
Advisory Council (CIPAC) established by the Department of Homeland Secu­
rity to facilitate effective coordination between Federal infrastructure protection 
programs with the infrastructure protection activities of the private sector and 
of state, local, territorial and tribal governments. He also described the NIPP 
Base Plan and the Sector Specific Plans (SSPs) that will be implemented during 
2008 to assess the physical and cyber risks to each sector. Finally he introduced 
the Strategic Homeland Infrastructure Risk Assessment (SHIRA), a classified 
terrorist-focused risk assessment. 
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Regarding international collaboration Mr. Purdy pointed at the existence of 
international watch and warning efforts as one key element that needs to be 
strengthened. He also highlighted the cyber risks to the global information in­
frastructure, such as the creation of a black market in attack tools that can 
exploit common vulnerabilities. All these require enhanced collaboration and in­
formation sharing efforts for assessing and mitigating risks due to vulnerabilities 
and available exploits due to the lack of borders. He mentioned that there are 
ongoing collaboration activities between the EU and the USA that should be 
strengthened in the future. 

Research and Development were considered important elements that could 
enhance inter-agency coordination as identified in the Federal Cyber R&D Plan. 
The National Security Telecommunications Advisory issues recommendations 
regarding these R&D efforts. He recommended that there needs to be enhanced 
collaboration and information sharing internationally among governments, aca­
demic institutions, and private sector organizations and companies. He recom­
mended the creation of an annual international conference series to promote 
progress on R&D. 

Concluding his talk, Mr Purdy highlighted the important level of activity 
that one may perceive today, but doubted that the level of collaboration, both 
internationally and even nationally is yet sufficient. In his view, collaboration 
efforts can help identify and clarify requirements for action and a need for more 
adequate resources to meet those requirements. 

2.3 Michel Riguidel 

Mr. Riguidel discussed the protection of future large polymorphic networked 
infrastructures being built in society. He highlighted that research must seek to 
include human and societal values, and awareness of what is achievable (in terms 
of technical difficulties, cost constraints and 'affordable solutions') and what 
is acceptable (in terms of civilised ethics and democratic values). Cooperation 
between laboratories and research centres globally must therefore be built on 
these two tiers of work. It should not just be measured by what is do-able or 
saleable, but distinct cultures and a multi-facetted humanism, must be built in 
the communications and protection tools available to citizens in various global 
regions over the next couple of decades. This approach to design leads us to 
research that will bring citizens in a position to understand the security and 
intimacy stakes, and define and select, at least in part, the level that seems 
adequate to them. This implies transferring to them the knowledge and means 
for self-empowerment. 

The citizen dimension is essential, at a time when technologies allow com­
munications to be intercepted, to penetrate hard disks from remote, to film and 
listen to the private lives of people using their own fixed or mobile terminals, to 
identify and authenticate them, to recognise them morphologically or biometri-
cally using software and sensors. The associated threats open up an enormous 
field of uncertainty for next generation citizens. The networked world is becom­
ing interdependent, at the same time anonymous and traceable, falsifiable and 
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recordable, causing equally both illegal possession and computerised interfer­
ence. This situation calls for more research aiming at location and time aware, 
adaptable technology solutions. 

The approach using community's human values is the only way to set a fron­
tier by consensus, between what will be permitted when using interconnection 
capabilities, increasing memories, data processing, calculations to break protec­
tion codes, and localisation. This concept of a frontier will have to be frequently 
defined as an arbitrage between sometimes-contradictory preoccupations in the 
short- and long-term. 

Scientists must take the behavioural risks caused by the development of tech­
niques and the appearance of new functionalities into account. The experience 
of people with e.g. avatars on the Internet, where the sense of privacy is absent, 
is dangerous particularly for the young who are ever more anxious to commu­
nicate. Such issues should be encountered within a framework of international 
cooperation, taking into account the societal values of different regions like the 
EU, US, Japan or China and including study of certain addiction phenomena. 

Another example of the risk of disconnection between the perception of reality 
and the materiality of harm can already be found in phishing (the theft of 
a bank's identity), in identity theft of persons, in the growing feeling not to 
have committed a crime where you just store a video (police violence filmed on 
mobile telephones, storage of paedophile records). In respect of all these points 
the scientist who is involved in products, functions or services that will become 
operational in 5 to 10 years from now, has the task of working out, imagining 
and anticipating the effects on the behaviour of both individuals and groups. 

In an international collaborative effort, a form of intercontinental thinking 
must be developed. It must encapsulate the differences, create models of other­
ness. We will see globally inventions, innovations as well as corruption. We must 
seek for standards, models, counter-models and alter-models that can bridge be­
tween societies, taking into account the arrival of other players (China, India, 
Brazil e.a.) on the information technology scene. 

The 21st century will see a change in concerns, in demography and societal de­
velopment, a change in power, which must be taken into account without naivety. 
We must also take into account different movements: e.g. pseudo-libertarians 
(the so-called 'Naives of the Internet') and those who see repression as the only 
solution. 

A first condition of full cooperation between the EU and USA requires go­
ing beyond an idyllic, pre-scripted vision of future networks, and particularly 
of the Internet. A possible upheaval (in geo-strategic, economic and technolog­
ical terms) is a variable that should be included, since an historic disrupture 
that is conceivable in the decades to come might lead to a major international 
disturbance. 

The current vision, stamped with optimism like a Coue method, is based on 
ideas such as increasingly complex systems that are more interconnected, seam­
lessly intertwined, supporting broad heterogeneity, virtually self-administering, 
immersed in a mobile and intelligent environment, populated by ubiquitous 
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software, saturated with omnipresent information, and with users capable of 
connecting almost anywhere any time without the constraints of fixed bases, 
updating their IT programs on line, downloading security updates (anti-virus, 
anti-spam, error patches, etc.). With this technical system would come the con­
fidence in its mechanisms for security (availability, reliability, and protection), 
communication (online payment), privacy, identification and authentication for 
each interlocutor or entity on this worldwide network. 

Clearly, we run a huge risk of ending up with a situation in which the tra­
ditional implementation methods for security will become inoperable while we 
have not yet mastered the new forms of security. We must now work on new 
insights, such as those based on analogies with the bio-living world, and de­
velop autonomic, evolvable and adaptive security mechanisms. It will require 
new cognitive techniques and semantic models managing the complexity of am­
bient s where people/devices may jointly act and interact. We shall have to take 
into account a series of key criteria: security, assessability, dynamism of trust, 
management of complexity, heterogeneity, resilience, dependability, privacy, etc. 

Several routes can be considered as a base for future cooperation. 

First route: Changing the paradigm, taking account of future ICT pervasive­
ness with trillions of networked devices, leading to self-organising, self-healing 
and self-protecting systems. Development of such paradigm could benefit from 
bio-living world inspiration where such organised communities/populations ex­
ist and evolve. It will involve a proper understanding of the ecology of these 
interactions and interconnections. 

This route leads us towards the vision of incremental development and de­
ployment of systems; evolution is incessant, upgrades, changes in functionality, 
new features are being added at a continuous pace; systems are expected to be 
able to respond to the changing circumstances of the ambient where they are 
embedded. 

Second route: Rethink the system from the users' point of view. This second 
possibly disruptive route would seek to change the current asymmetry between 
users and suppliers/publishers/service providers. The users, whether private in­
dividuals or professionals, must take back control (at least in part) of their per­
sonal, digital space. Current confidentiality and privacy is fragile, both in respect 
of commercial service providers and in terms of risks of intrusion and intercep­
tion by private and public players. This represents a manifest risk of massive 
availability of digital traces representing behavioural, personal and even biolog­
ical information (such as DNA, fingerprints, etc). The choice of tools present in 
this personal data space eludes the control and the knowledge of these users. 

It is essential to return users to driving role, by seeking subsidiarity and in­
dependence, arriving at developing methods for user-oriented risk assessment; 
developing methods, tools and repositories to help developers analyse security 
implications of their code, and more generally to develop verifiably secure soft­
ware that will guarantee through verifiable evidence to end users that software 
to be installed on the systems they use is secure. 
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In this vision, future user-centric systems will offer users personalisation and 
smooth interaction, a protected and private individual or community 'sphere'. It 
will also offer trustworthy authentication, anonymity, secure data storage, data 
matching or exchange, and trusted execution. 

Finally we need mechanisms and tools for assessing and proving the security 
and dependability of a complex system. 

The above suggestions are not exhaustive and could be extended with others 
that touch on the emergence of new types of terminals, biometry and questions 
of nomadism and mobility. 

Mr Riguidel proposed 6 themes for successful cooperation 

— definition criteria of true forecasting, free from the immediate imperatives 
of commercial adaptation of what exists. 

— an initial convergence between technical research and research into the social 
sciences. 

— a further convergence between technical research and research into the legal 
sciences. 

— criteria for cooperation between the US and EU. 
— adaptation of research into security to European requirements. 
— the dissemination of the results: for whom is the research intended? 

2.4 David Wright 

The talk by Mr Wright was based on the work performed in the FP6 project: 
SWAMI (Safeguards in a World of Ambient Intelligence (Ami)), funded by the 
European Commission. This project identified, analysed and described in detail 
four main 'dark' scenarios to highlight the threats and vulnerabilities in Ami, 
along with socio-economic, technological, political and legal safeguards^. 

Mr Wright indicated that in order to catch terrorists and criminals it is 
necessary to know aspects such as who he or she is, what he looks like, how 
he behaves (his history), where he works, what he is doing and buying, with 
whom he communicates, etc. In order to achieve this, he described tools that 
can be used currently, like biometric ID cards with personal data, biometric 
passports, facial recognition technology, DNA databases, surveillance cameras, 
location tracking, passenger name records, or data-mining and profiling. 

This may take us to what could be called surveillance societies. For instance, 
in the UK there are 4.2 million CCTV cameras (one for every 14 citizens) and 
more than 2.4 million DNA samples have been collected already. Likewise the US 
is believed to perform eavesdropping without a warrant. Finally, on a European 
level, the use of biometric passports and the EU data retention directive are 
tools for this purpose. 

Mr Wright described possible scenarios in five to ten years from now. In 
five years, everyone will have a biometric ID card with personal data (China 

^ For more details, see Wright, D., et al., Safeguards in a World of Ambient Intelligence, 
Springer, Dordrecht, 2008. 
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leads this trend), the DNA databases will be populated with everyone's DNA 
and surveillance cameras and microphones will be everywhere. Other devices 
such as 'talking CCTV ('Hey you, stop that, right now!') and spy drones may 
have appeared. The Internet of things will be advancing and the trials of Project 
Hostile Intent (based on monitoring micro-physiological & behavioural cues) will 
be successful. In ten years, his vision is that we will be able to know who everyone 
is, what he looks like, how he behaves, with whom he communicates, where he 
is and when, what he is doing and buying and ... We will be close to knowing 
what he is thinking. Tracking devices (e.g., implants) will be mandatory and 
brain scans will show great promise for revealing intentions, types of thinking & 
behaviour. The project Hostile Intent will be widely deployed and the Internet 
of things with intelligence will be a reality. At this point no one will have any 
privacy left. 

We can conclude that the existing situation is not adequate to bend these 
trends and avoid the above scenarios. The UK Information Commissioner, for 
example, has said that the UK is sleepwalking into a surveillance society. He has 
said that the number of banks, retailers, government departments, public bodies 
and other organisations that have admitted serious security lapses is frankly 
'horrifying'. The UK House of Lords Science & Technology (S&T) Committee 
has criticised the 'laissez-faire attitude' towards Internet security by government, 
manufacturers of hardware and software, retailers, ISPs, banks, police and the 
criminal justice system. 

The main safeguards that we have in order to deal with the current challenges 
are: 

— Legislation (but this can be protective or intrusive), with consultations be­
forehand 

— Privacy impact assessments 
— Stronger penalties 
— Codes of practice 
— Stronger powers to inspect and audit organisations suspected of privacy 

breaches 
— Trust seals with guarantees of standards compliance 
— Vendor liability 
— Designing privacy into new technologies 
— More resources and skills available to the police and criminal justice system 

to catch and prosecute e-criminals 
— Centralised and automated system for reporting e-crime 
— Obligation on companies to report data breaches 

Mr Wright remarked that the role of 'guardians' is crucial. Among these guardians 
he included the media, the data protection authorities, the OECD, associations 
such as Privacy International, ACLU, EPIC, social and other scientists, opposi­
tion parties and dissenters in the police, but that the most important one is the 
citizen him/herself. 

Unfortunately, it seems that for the average citizen privacy is not a big issue 
(except for those who have suffered ID theft). This is illustrated for instance 
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by the fact that citizens are currently happy to give away privacy for access to 
websites, or loyalty programs, etc. Many are not aware of security risks and don't 
use firewalls or other security software and some prefer the security offered by 
CCTV cameras to privacy. After all, they consider that having their wallet or 
purse stolen is more intrusive than a camera taking their picture. 

2.5 Willem Jonker 

Mr Jonker centred his talk on the consumer perspective. He analysed the in­
creasing dependence of citizens on information and communication services. 

In his presentation he related the concepts of Ambient Intelligence and Ambient-
assisted living, highlighting the importance of safety and protection aspects of 
the latter. He presented the architecture of a system for remote patient monitor­
ing and highlighted the aspects of heterogeneity (of devices, data connections, 
authorities, etc.), personalization, safety and responsiveness. 

In the previous context, Mr. Jonker concluded that the main challenge for 
Ambient Intelligence technologies is to overcome the conflict between person­
alisation and privacy. Although this conflict may be perceived as inherent to 
these two requirements, such perception is based on current technologies and 
may therefore be solved with the aid of new underlying technologies. In fact, the 
current base technologies for information processing were not designed for deal­
ing with the current mix of requirements, in particular with regards to privacy 
and protection of digital assets. 

As a consequence, in the opinion of Mr. Jonker, the main challenge of the 
network society is to restore the trust that users have gradually lost. He based his 
position on an interview with David Clark, published on 'Technology Review' in 
December 2005 1. In this interview it is argued that the Internet is now broken 
due to the patchwork applied to it during the last years, which has transformed 
it from a network designed to do a few things well and fast to a dynamic network 
of embedded systems. One crucial difference is that at the time the Internet was 
designed, the number of users and their profiles were such that trust could be 
put on them. This is not the case any more. 

To conclude, Mr. Jonker proposed a shift in the focus of the security research. 
Moving away from approaches centred on systems and information which are 
focused on the protection against intentional harm, to approaches centred on 
people focused on creating safety and trust. 

2.6 Jody Westby 

The talk by Ms. Westby addressed the legal aspects of cyber security research and 
how they impact cyber security research and development (R&D) , differences 
in the way EU and US address security and privacy issues, and problems that 
should be addressed through collaboration. 

Ms. Westby discussed several security R&D priorities and explained how, in 
order to deal with these problems, the analysis of traffic data was necessary. She 
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stressed the point of the identifiability of Internet users and the way the EU Arti­
cle 29 Working Party (Working Party) has addressed this. A June 2007 Opinion 
(4/2007) from the Working Party highlights the legal and cultural aspects of 
privacy and security that differ from the American perspective. She praised the 
Working Party's Opinion for its clarity and explanation of how personal data 
should be viewed by national data protection authorities. She also explained 
some differences between the EU and U.S. approaches, e.g. in the treatment of 
IP addresses and the mandatory logging of the access information for ISPs. The 
treatment of IP addresses as personal information is a clear example of 'personal 
data' in the sense of the EU Data Protection Directive and the privacy personal 
data should be afforded that IP addresses are not viewed as such under US law. 

Pseudonimization was discussed as a possible solution, and a set of criteria 
for acceptability was discussed. Likewise, other alternatives such as key-coded 
data and anonymous data were described and discussed. 

Ms. West by compared the EU legal framework with the corresponding US 
laws and concluded that data and privacy protection is better regulated in the 
EU and is impacting operations globally. Finally, she concluded that Policy, 
Legal, & Technical needs in this must converge globally. In her opinion, there is 
a strong need for the U.S. and the EU to collaborate in order to create a culture 
of privacy awareness and compliance in the community. 

2.7 Charles Brookson 

Mr. Charles Brookson addresed the role of standards in the materialisation of the 
Ambient Intelligence vision. He presented the mission of the European Telecom­
munications Standards Institute (ETSI) and described the three roles of ETSI, 
namely: (i) an European Standards Organisation; (ii) a Global Standards Pro­
ducer; and (iii) a Service Providing Organisation. 

He described some of ETSI's activities relevant to Ambient Intelligence, such 
as Next Generation Networks (NGN), Ultra wideband (UWB), Grid, RFID, Low 
Power Devices, Emergency communications. Security, Lawful Interception, etc. 

He highlighted the importance of security standards, as a crucial element to 
ensure interoperability. He described how security standards help in guaranteeing 
adequate levels of security and compliance with the law. Moreover, he explained 
how these standards contribute to economic realisation and cost reduction. Mr. 
Brookson provided his view on other reasons for having security standards and 
presented the catalog of security standards that are developed by the ETSI. 

Mr Brookson gave a short overview of the standardisation efforts currently 
underway in ETSI concerning data protection and identity management. He 
concluded that, although work is being done, much more is needed, in particular 
in relation to privacy protection ad protection of the personal sphere. 

3 Panel debate and audience comments 

The panel debate was conducted by Jacques Bus. Taking the emerging trends 
described above, the main questions asked in this panel were: 
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— How secure and trustworthy will our lives be in the future Information So­
ciety. Will we be able to protect ourselves against cyber crime (ID theft, 
phishing, hacking into critical infrastructures with criminal or terrorist aims). 
What are the vulnerabilities and how can we reduce the risks. 

— What will be the level of privacy and data protection. How can users and 
content vendors be empowered to protect their own data and content. How 
does that relate to the data retention laws and data collection methods used 
for policing and intelligence gathering. What are the dangers. 

— How can research and technology development in ICT help solve these prob­
lems, particularly how can it be used to find the right balances. 

— How can industry develop devices and services and propose valid business 
cases that stimulate trust, user acceptance and security. 

— What are potential areas of cooperation between the EU and US that can 
stimulate progress at a global scale towards a secure future, whilst guaran­
teeing and further enhancing our human values. Which steps can be taken 
towards such cooperation. 

Mr Purdy recognised important risks and emphasised the need for stronger co­
operation between countries, not only on a bilateral basis but also at a more 
global level. 

Mr Wright argued that we will not be more secure in the future because it 
goes against the human nature. There will always be some protection measures 
that will be broken. He also expressed his view about the future degradation 
of our level of privacy. One of the reasons for this is the fact that privacy will 
be sacrificed in the interest of national security. He emphasised the need for the 
introduction of vendor liability as a mechanism to introduce more security. 

Mr. Riguidel focussed on the need for international cooperation and the joint 
development of a research roadmap, which would include technology, human 
values, governance and legislative aspects, aiming at a holistic system approach. 

Mr Jonker pointed again at the development of personalised services (e.g. 
interactive TV) and the risks for privacy in its use. He emphasised the need to 
develop a viable business case that would stimulate the right balance between 
privacy and data collection and use. 

Ms. Westby commented on the need for common traflftc data sets for research, 
and alluded to the difficulties in legal frameworks that need to be resolved. She 
emphasised that the U.S. could learn from the EU DP regulation and Art 29 
WP framework and noted how collaborative cyber security R&D possibly could 
help resolve some of the legal differences. 

Mr Brookson concluded that still much works has to be done on security 
standards, to protect revenues of enterprises and built an infrastructure that 
would create trust with consumers. 

The audience comments were focused on the privacy aspects and methods 
for identification. It was stated that indeed the federated identity approach pro­
moted by Liberty is needed, but is not suflftcient. There is a need of tools for 
user empowerment as regulation on use of identity data by enterprises and gov-
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ernment is difficult to enforce without such tools. There was general support for 
the panellists' opinions. 
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